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Letter from the Conference Chair 
 
Dear student researchers, educators, parents, and other distinguished guests, 
 

could join us to celebrate the amazing work of these young 
academics. 
 
At the beginning of 2020, we were intending to host the conference at Harvard University with the 
generous support of the Harvard College Japan Initiative. As the impacts of the novel coronavirus 
began to unfold in February and March, we soon realized that an in-person conference was no longer 
an option at the original date. In mid-March, we postponed the conference, hoping to host it on 
campus in the fall. 
 
By the end of the Spring 2020 semester, COVID-19 had impacted nearly every aspect of education. 
Standardized tests were cancelled or hastily shifted online, international students were scrambling to 
make it home amidst flight cancellations, and a staggering one billion students were adapting to 
remote learning. After much discussion with the committee and other stakeholders, we agreed that 
hosting a conference, virtual or otherwise, was more important than ever. 
 
This weekend, we are ch, but also their resilience and 
commitment to understanding the world through academic inquiry. Perhaps the most important silver 
lining of postponing the conference is that, by going virtual, we were able to reach a larger audience 
of students around the world who may have otherwise been excluded. The number of paper 
submissions more than doubled from our conference in Fall 2019. Moreover, the academic rigor of 
student research this year is higher than ever. I am sincerely humbled by what our students have 
accomplished so early in their academic careers. 
 
Looking ahead, the IYRC organization hopes to expand its scope to empower more students to 
improve their communities through research and other projects. We hope that you will stay connected 
with us after the conference ends and support the next generation of researchers. 
 
With gratitude, 
Elizabeth Feldeverd 
IYRC 2020 Chair 
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Submission Statistics 
 

 

humanities. Of the submitted papers, nine were rejected for quality and one was withdrawn. From 
the accepted authors, 37 students registered for the virtual conference. 
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inception in 2018. While the number of students from Japan has remained relatively stable, the 
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Keynote Speakers 
 
Molly Edwards 

Molly Edwards is a PhD candidate at Harvard University in 
the Department of Organismic & Evolutionary Biology. Her 
dissertation work focuses on the development and 
evolution of the uniquely-shaped columbine flower petal, 
for which she has received a Graduate Research 
Fellowship from the National Science Foundation. She is a 
firm believer in the power of outreach and devotes her time 
outside of the lab to science communication efforts. She is 
the cr
YouTube series whose mission is to cultivate, especially 
among young people, enthusiasm for and a sense of 
belonging in science. 

 

Paul M. Lewis 
Paul M. Lewis is a Medical Student at Columbia University 
Vagelos College of Physicians and Surgeons. He holds a 
Bachelor of Arts degree from Harvard College, where he 
concentrated in Neurobiology with a secondary  in Global 
Health and Health Policy. He has experience in diverse 
areas of global and public health, having served as the 
Director of a program for underprivi leged Native American 
youth, the President of a peer education group to promote 
holistic wellness, and the Community Education Chair of a 
drug and alcohol education group. Paul is the Founder of 
Harvard College VISION Global Health Society and the 
Global Health and Leadership Conference. Paul is the 

recipient of the Robert T. Benjamin Prize for his contribution to the health and wellness 
of Harvard, The Harvard Phill ips Brooks House Association Houston Awa rd for 
exceptional commitment to serving underprivileged communities, and the Harvard 
Transcript Project Prize for excellence in writing and reflection. He was awarded the 
Finley Fellowship from Harvard to spend a postgraduate year in Japan to learn about 
end-of-life care. Afterwards, he worked as a TMS Therapy Clinician at Dignity Brain 
Health to treat patients with Major Depressive Disorder. At Columbia University, he is 
currently pursuing his interest in pall iative care and neurosurgery.  

  



7 
 

Harvard College Japan Initiative Panelists 
 

Nabib Ahmed 
Nabib Ahmed is a junior at Harvard studying Computer Science and Statistics. He is originally from 
New York City. However, this semester he will be living on campus in Cambridge. He has been 
involved with the Harvard College Japan Initiative (HCJI) for two and a half years; he serves on the 
board, reprising his role as Director of Technology from the previous year, and has helped organize 

igital presence, academic programming, corporate relations, and external affairs. He has 
visited Japan twice before: once for vacation in Summer 2019 visiting Tokyo, Kyoto, and Osaka, 
and then again this past winter to visit Tokyo and to Sapporo to lead workshops. He has experience 
doing research in computer science, statistics, and economics and looks forward to sharing his 
expertise with students. Some of his hobbies include biking (he's biked in Kyoto), cooking (he's 
made Japanese omelets and pancakes), and hiking (he's hiked the Nikko mountains)!  

 

Simon Arango 
Simon Arango is a rising senior at Harvard studying Neuroscience and East Asian Studies. He has 
conducted research characterizing the molecular pathways behind emotion and pain for the past 
four years. He is also an active member of the Harvard College Japan Initiative, working to promote 
US-Japan relations across business and academia. His combined interest in Neuroscience and 
East Asia has driven him to pursue research opportunities in Japan, most notably at RIKEN and 
Hiroshima University. After graduation, Simon hopes to continue engaging with Japanese 
organizations through a career in the biotechnology industry. During his free time, he enjoys 
learning about art history, studying foreign languages, and cooking.  

 

Shawn Barrett 
Shawn Barrett is a rising senior at Harvard concentrating in Neuroscience with a secondary in East 
Asian Studies. He conducted neuroscience research both at Harvard throughout his sophomore 
year and at the University of Tokyo during his sophomore summer. He is taking a leave of absence 
for the fall 2020 semester and is working in Tokyo as an intern for the Global Recruitment Team at 
Sony HQ. He is always interested in keeping up with US-Japan relations, and enjoys learning 
Japanese, deep-sea fishing, and snowboarding. 

 

Jamie Caines 
Jamie Caines is a rising senior at Harvard studying Bioengineering, S.B. She has worked on several 
projects in health technology, most recently to reduce the number of road traffic fatalities in India. 
She began research after her freshman year of college, working on a novel CT device at a lab 
affiliated with a hospital. She is passionate about innovation and global collaboration. This year she 
will divide her time among her studies, a venture capital internship, and completing her engineering 
thesis. She is always curious about new discoveries and innovation in the sciences and loves 
meeting new people.  
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Jacob Heberle 
Jacob Heberle is a junior at Harvard studying Government and East Asian Studies. He has worked 
for several government-related organizations, most recently as a housing policy researcher at the 
Hawaii Budget and Policy Center, where he helped to write a report for the state government on 
affordable housing. He is passionate about using data to make effective and equitable public policy 
recommendations. After graduation, Jacob is interested in working for an international relations 
think tank and is always excited to meet new people from different backgrounds. In his free time, he 
likes hiking, listening to podcasts, and cooking.  
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Interpretability for the Automated Diagnosis of 
Musculoskeletal Radiographs 

 
 

Nisha Balaji 
Dougherty Valley High School; San Ramon, United States of America 

Email: nishabalaji2003@gmail.com 
 

 
Abstract  Despite tremendous developments in 
performance, diagnostic machine learning algorithms are 

.
perception, we propose an investigation of interpretable 
models:  systems that substantiate their conclusions with 

We explore explainable models through 
the perspective of the diagnosis of musculoskeletal 
disorders which are among the most prevalent in the 
world. Two different avenues are pursued for 
interpretability: saliency imaging techniques to visually 
localize irregularity region within a radiograph and a 
clustering of abnormally classified radiographs to isolate 
different causes of abnormality into separate clusters. As 
for the model itself, three DenseNet-169 models are fine-
tuned to various extents and tested on classification 
accuracy. The top-bottom (all parameters) fine-tuned 
model achieves the best AUROC of 0.865, and the saliency 
maps effectively localize the cause of irregularity within 
bone X-rays. The clustering algorithm makes substantial 
associations based on properties such as anatomical 
region, image orientation, and hardware type. The 
implications of such developments in interpretability 
within healthcare range from auditing models to 
garnering patient and physician trust. 
 
Key Words  computer vision, automated diagnosis, 
explainable models, saliency imaging 

INTRODUCTION 

In an era imbued with the advent of technology, 
instrumentalizing machine learning in the field of medical 
imaging has become an increasingly prevalent proposition.  
Within medicine, artificial intelligence has aided in the 
development of new drugs, managing vast amounts of patient 
data, clinical prognosis, and even assistance in surgery [2].  
One of its most prominent uses is to diagnose abnormal 
conditions within medical slides (radiographs and magnetic 
resonance images).  Musculoskeletal disorders are extremely 

population.  With the exception of cancerous diseases, 
musculoskeletal conditions are the primary cause of chronic 
pain [8]. Radiographs are vital to the diagnosis of 
musculoskeletal abnormalities [17]. 
               In recent years, artificial intelligence diagnostic 
models have been at par with human radiologists in 

identifying disorders.  In certain cases, such as chest X-ray 
diagnostics, machine learning models surpass capabilities of 
human radiologists [11].  Despite such progress, a survey 
revealed 97% of referring physicians trust human 
radiologists, in contrast to a mere 33% that trust diagnostic 
artificial intelligence models [18]. This illustrates the 
perception of machine learning systems its 
inner workings remain a mystery and its categorizations 
dubious due to a lack of interpretability.  

Without substantial evidence to rationalize their 
claims, even stunningly accurate models can prove 
insufficient for real-world use. Machine learning models 
must be fashioned to explicitly portray the reasoning behind 
their diagnostic decisions.  

In this work, we propose a method to construct 
interpretable models 
fine-tuning a DenseNet-169 model for musculoskeletal 
image diagnosis, two relatively distinct methods are utilized 
to make further deductions about the bone X-rays.   Saliency 
maps are constructed to isolate regions of the image most 
indicative of irregularity.  

In addition, an unsupervised learning algorithm is 
applied to cluster abnormally classified images based on 
disorder type. For instance, all anomalies caused by 
degenerative joint disease would be categorized into a 
different cluster than those caused by lesions.  Such models 
can be massively contributory to discovering the cause of 
irregularity:  it can be inferred that the abnormality of an 
image can be attributed to the general cause of abnormality 
within its cluster. Furthermore, this study provides a 
comparison of transfer learning DenseNet-169 models and 
their ability to accurately classify images and construct 
saliency maps.  To summarize, we augment the applicability 
of artificial intelligence in medical imaging by making 
predictions more accessible and justified. 

 
RELATED WORKS 

  
The utilization of artificial intelligence for image 

classification in medicine has advanced tremendously.  The 
conjunction of computer vision and machine learning has a 
variety of medical applications for instance, clinical 
prognosis. A model to determine the effectiveness of 
neoadjuvant chemotherapy was constructed to replace an 
invasive procedure [7]. Machine learning also has a 
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widespread use in diagnostics.   In a study conducted in 2015, 
an Elastic Net classifier was utilized to categorize brain tumor 
slides as either glioblastoma multiforme or lower grade 
gliomas [1].     

In both forenamed studies, algorithms are created to 
assign image slides to a binary classification; however, both 
models do not provide insight as to how the algorithm arrived 
at a particular decision the constraint that the following study 
contends with. A mere designation to a category is inadequate 
to completely assess the contents of an image. Medical 
classification models should be designed to provide 
explanations for their findings.        

 An interpretable model has already been 
constructed to identify articles within photographs from the 
ImageNet database. The model accomplishes this feat 
through subtle changes in convolutional neural network 
architecture [19]. The modified convolutional neural network 
places an emphasis on filters activated by singular parts 
within distinct object categories.  

 

 
FIGURE 1: The visualizations aid in communicating which 
parts of the image are most influential in model classification 
[19]. 
 

There is an abundance of applications for 
interpretability in medicine [15]. Interpretability can be used 
as metric for auditing models.  In addition, interpretable 
models can provide quality assurance and instill trust into 
their users. 
 

PURPOSE 
 

1. Fine-tune a pre-trained DenseNet-169 model to classify 

.  
2. Accentuate regions of the image slides most influential 

. 
3.

thereby isolate similar causes of abnormality together. 
 

METHODS 
I. Dataset 
 

The MURA dataset is utilized for the purposes of this 
study [13].  The dataset includes 40,561 X-rays of seven 
anatomic regions organized by study and 

36,808 images in the training set and 3,197 images in the 
validation set. The anatomic regions are elbow, finger, 
forearm, hand, humerus, shoulder, and wrist. 
II. Logistic Regression 

 
As a baseline comparison model, a logistic regression is 

implemented [10]. Prior to model training, images are 

processed with a different procedure than that of the 
convolutional neural network:  after center cropping images 
into 224 by 224 pixels, local binary patterns are extracted 
from the image. Local binary patterns are image texture 
descriptors that improve feature detection in certain types of 
models, such as logistic regressions [12]. 
        In addition, a dimensional reduction with principal 
components analysis (PCA) is performed on flattened local 
binary pattern arrays.  After PCA, 500 principal components 
remain.  The logistic regression model is trained on these 
components. 

 
III. Convolutional Neural Network 

Prior to training the neural network, the radiographs are 
processed.  First, images are center cropped to 312 by 312 
images and then resized into 224 by 224 images.  The center-
cropping is performed to remove the variance in image 
dimensions.  Images are resized to 224 by 224 pixels since 
the Dense-Net 169 model only accepts images of that size.  In 
addition, due to the redundancy of color within radiographs, 
images are converted to three-channel grayscale. In addition, 
normalization of the pixel values is implemented to systemize 
pixel values into a standardized range.  This processing aids 
in making the data accessible to fine-tuning the convolutional 
neural network. 

FIGURE 2: The regions within the labeled rectangles 
represent the parts of the model that are fine-tuned for each 
of the three model variations. 

The DenseNet-169 model is a 169-layer 
convolutional neural network pretrained for the ImageNet 
dataset [7, 4].  Three variations of the fine-tuning algorithm 
are implemented for purposes of comparison: 

1.  Only the parameters of the linear classifier in the last layer 
is retrained 

2.  Both the parameters of the last dense layer (Dense Layer 
32) in the third dense block and the last linear classifier is 
retrained 

3.  Every parameter of the model, top to bottom, is retrained 
(top-bottom model) 

Binary cross entropy loss function is utilized in 
addition to stochastic gradient descent with learning rate 
0.001 and momentum 0.9.  The model calculates and returns 
the probability that a specified radiograph belongs in the 

 the 
 

The International Young Researchers' Conference 16



In regard to model training, an early-stopping algorithm is 
implemented.  If the validation accuracy of the model does 
not improve for four consecutive epochs, the model halts 
training. Early-stopping and transfer learning are 
instrumentalized to decrease training time:  the model trained 
in approximately 40 minutes. The model was trained on 
Google Colab Pro GPUs, and on the training to validation 
split of 36,808 to 3,197, respectively. 

IV. Saliency Imaging 
 
Saliency imaging isolates regions of abnormality within 

radiographs.  The distribution of pixels in the saliency map 
allows for evaluators to visualize the 
of the original image. 

 Saliency mapping is applied to radiographs classified as 
classification, the gradients of the score 

for each pixel in the input image are extracted.  These weights 
are represented as superpixels in the saliency map.  Brighter 
super-pixels associate with more important regions [10]. 

 
FIGURE 3: 
shown in the heatmap. This is further processed by 
selectively choosing the brightest superpixels to appear in the 
final saliency map. 

The saliency maps are then blended into the original 
radiograph for ease of visualizing.  To prevent congested 
final images, superpixels in the bottom 25th percentile of 
brightness are discarded.  When transferred to the final 
blended image, saliency map pixels are brightened even more 
to distinctly appear within the background radiograph. 

 
V. Clustering 

 
A K-means clustering algorithm is performed on images 

classified as abnormal by the top-bottom model. The 
abnormally classified images are taken from both the training 
and validation set to augment the size of the clustering 
dataset.  The model only considers images classified as 
abnormal for consistence with real-world settings where 

 labels are nonexistent, and the 
classification is the basis for evaluation.  

The algorithm clusters features extracted from the top-
bottom model prior to the linear classifier layer. Principal 
components analysis algorithm (PCA) is performed to reduce 
the dimensionality of the features.  After the PCA, a K-means 
clustering algorithm is executed on the components, with 
K=4.  This specific K-value is chosen since the MURA 
dataset contains four general categories of abnormalities:  

fractures, hardware, degenerative joint disease, 
miscellaneous (typically lesions and subluxations). 

 
FIGURE 4: Clustering is performed on features extracted 
from the top-bottom fine-tuned model directly prior to the 
final linear layer. 
 

In addition to a general clustering of all abnormally 
classified images (the general set), the clustering algorithm 
was also implemented within specific anatomic regions. 
 

RESULTS 
 

I. Classification Performance 
 

 
 The performance metrics for the top-bottom model 
are included in Table 1. The model also attains a validation 
set accuracy of 80.638%.  The proportion of false positives is 
higher than that of false negatives.  

Sensitivity is defined as a medical metric for ability 
to identify disorder (abnormality), and specificity is the 
ability to identify lack of disorder (normality) [16]. The 
sensitivity of the model is 0.871 while it attains a specificity 
of 0.766. 

As shown in Table 2, the three fine-tuned models 
had varying performances, with the top-bottom fine-tuned 
model attaining the best ROC-AUC score of 0.865.  The fine-
tuned models that are exclusively retrained at the last layers 
typically suggested probabilities that tended toward the 
threshold of 0.5, while the top-bottom trained model 
calculated more extreme probabilities nearing either 1 or 0.  
The logistic regression performed the poorest with a ROC-
AUC score of 0.576. 
 

II. Saliency Imaging 
 

Saliency mapping tends to  provide reasonable 
justifications for abnormality cause.   In the specific case of 
localizing hardware abnormalities, the saliency maps are 
especially successful. Typically, superpixels are concentrated 
at the site of irregularity.  As the distance from the region of 
abnormality increases, the density of the superpixels 
decreases. 

TABLE 1: Metrics for the top-bottom model in 
classification performance 
F1-Score ROC-AUC Recall Precision 
0.775 0.865 0.871 0.698 

TABLE 2: Comparison of ROC-AUC scores for all three 
fine-tuned models 

Linear Dense32 + Linear Top-Bottom 
0.806 0.783 0.865 

The International Young Researchers' Conference 17



However, in certain cases the saliency maps provide 
more ambiguous results for cause of abnormality.  In these 
instances, gray space or irrelevant anatomical regions are 
accented.  In others, a dispersed set of superpixels appear 
without a notable area of concentration. 

 
FIGURE 5: In Column A, the original image contains 
hardware in the wrist region which the blended saliency map 
accurately isolates.  In Column B, the original image contains 
a fracture in the humerus which is also isolated by the 
saliency map.  In Column C, the saliency map highlights 
arbitrary gray space in the radiograph, which is irrelevant to 
the task of abnormality detection. 

The top-bottom model localizes abnormality cause 
most accurately.  Isolating black space or irrelevant regions 
of the image are more common in the less comprehensively 
retrained models. 

 
FIGURE 6: The top-bottom model effectively isolates the 
hardware abnormality. The other fine-tuned models highlight 
irrelevant portions of the image. 

 
III. Clustering 
 
The clustering algorithm does not separate radiographs 

based on the four primary abnormalities within MURA (as 
forenamed:  fractures, hardware, degenerative joint disease, 
and a miscellaneous category with substantial amounts of 
lesions and subluxations). It tends to differentiate based on 
some properties irrelevant to diagnosis such as radiograph 
orientation and anatomical region of the radiograph. One 
diagnosis-based property that the clusters appear to make 
associations are the hardware abnormalities. 

 

  
FIGURE 7: Upon categorizing a general set of abnormally 
classified images, notable patterns found include in Cluster 
1) an extensive amount of shoulder socket hardware appears, 
in Cluster 2) wrist images without hardware abnormalities 
appear, in Cluster 3) a disproportionate number of wrist 
images with hardware plates appear, in Cluster 4) an example 
of clustering based on anatomical location is shown as a large 
majority of finger region images are observed in this cluster.  
The above images are samples of radiographs that appeared 
frequently in the specified clusters 
 
              As noted in Figure 7, the clustering of the general set 
of abnormally classified images appears to make substantial 
correlations based on hardware type and anatomical position.  
It is also notable that a disproportionate quantity of shoulder-
socket hardware appears within the same cluster. 
             In the case of clustering within specific anatomical 
regions, there was an absence of abnormality-oriented 

entirely tends to 
center more around positional properties such as orientation 
and anatomical region. For example, in exclusive clustering 
of the forearm region, a separation of horizontally-oriented 
forearms versus vertically-oriented forearms appear. 
 

DISCUSSION 
 

The top- formance exemplifies 
the benefits of implementing transfer learning.  Pre-trained 
models can be fine-tuned with short training durations, in 
addition to attaining acceptable accuracy. The superior 
results of the top-bottom model in both classification 
accuracy and saliency imaging demonstrates that models that 
are more extensively fine-tuned perform better.  

Saliency mapping provides insight into the decision-
making process of the convolutional neural network.  By 
accurately localizing abnormalities, the machine learning 
model justifies its reasoning, and its predictions can be 
accepted as well-informed. However, in cases where the 
saliency maps provide accents of irrelevant regions of the 
radiograph, the trustworthiness of the classification is 
questionable. Such discrepancies must be rectified.  
Architectural changes and the integration of local rule-
extraction methods [4] in the convolutional neural network 
can combat such deviations.  

The clustering model seems effective at 
distinguishing abnormalities caused by hardware presence. It 
can be inferred that such an association occurs specifically 
for hardware abnormalities than other types of abnormalities 
since hardware is especially semblant in radiographs. To 
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extend such differentiations to other types of abnormalities, 
changes to the architecture of the convolutional neural 
network can be explored, like with saliency mapping. Since 
the algorithm clustered based upon features extracted from 
the fine- ons based 
upon orientation and anatomical region divulges the neural 
network extracts a substantial number of features based on 
these non-abnormality detection properties. To control for 
differences in anatomical region, the neural network can be 
trained separately for each anatomical region. By doing so, 
features that are more oriented toward abnormality detection 
rather than positional properties may be extracted. This 
would be far more useful than model visualizations of 
orientation-based properties, as such characteristics of 
radiographs do not require specialized medical training to 
find. 

Interpretability holds monumental implications in 
real-world settings [15]. In the context of regulation, 
interpretability can serve as a qualitative metric for model 
evaluations. Auditing models on the basis of their internal 
mechanisms can establish quality assurance.  In addition, 
interpretable models garner trust within physicians and 
patients. An increased confidence in diagnostic models can 
augment their use within clinics, thereby streamlining 
workflow and improving patient outcomes while remaining 
feasible and affordable [3]. 
 

CONSIDERATIONS FOR FUTURE 
INVESTIGATIONS 

 
To improve existing performance in saliency 

imaging and clustering, architectural changes to the 
convolutional neural network can be explored. An integration 
of local rule-based explanations, which utilize genetic 
algorithms and derivation counterfactual rules, can also prove 
beneficial [4].  Influence functions, statistical tools used to 
evaluate the influence of removing an observation, are also 
relevant to the study of interpretable models [6].  

Linguistic explanations for diagnostic choices can 
offer further clarity into the decision-making process 
[15]. Another possible course of exploration would be 
composition of example and counterexample groups for 
specified images.  These groups can serve as comparisons to 
the original input radiograph [15]. 

 
CONCLUSION 

 
This work proposes a method to construct 

interpretable models for diagnosing abnormality in 
musculoskeletal radiographs. We implement transfer 
learning with the DenseNet-169 model to detect irregularities 
within medical slides. Interpretability is then explored 
through two distinct lenses:  saliency imaging and clustering.  
Saliency imaging provides reasonable visual justifications for 
the final model classification.  K-means clustering succeeds 
in differentiating properties such as anatomical region, 
radiograph orientation, and hardware type.  Furthering the 

precision of these methods and exploring other venues within 
interpretability can augment the use of artificial intelligence 
diagnostics in clinics.  Such an integration would inevitably 
improve patient outcomes, while being fiscally affordable 
and productivity-wise efficient.  

Interpretability holds monumental implications in 
real-world settings [11]. In the context of regulation, 
interpretability can serve as a qualitative metric for model 
evaluations.  Auditing models on the basis of their internal 
mechanisms can establish quality assurance.  In addition, 
interpretable models garner trust within physicians and 
patients.  An increased confidence in diagnostic models can 
augment their use within clinics, thereby streamlining 
workflow and improving patient outcomes while remaining 
feasible and affordable [3]. 

 
ACKNOWLEDGEMENTS 

 
The author would like to thank the Summer STEM 

Institute staff and mentor Allison Tam for their continual 
guidance during this research. 
 

REFERENCES 
 

[1] Jocelyn Barker, Assaf Hoogi, Adrien Depeursinge, and 
Daniel Rubin.   Automated classification of brain tumor 
type in whole-slide digital pathology images using local 
representative tiles. Medical Image Analysis, 30,12 
2015. 

[2] Sam Daley.  Surgical robots, new medicines and better 
care:  32 examples of ai in healthcare., July 2019. 

[3] GE Healthcare.  Three benefits to deploying artificial 
intelligence in radiology workflows, August 2019. 

[4] Riccardo Guidotti, Anna Monreale, Salvatore Ruggieri, 
Dino Pedreschi, Franco Turini, and Fosca Giannotti. 
Local rule-based explanations of blackbox decision 
systems. CoRR, abs/1805.10820, 2018. 

[5] Gao Huang, Zhuang Liu, Laurens van der Maaten, and 
Kilian Q. Weinberger.  Densely connected 
convolutional networks, 2016. 

[6] Pang Wei Koh and Percy Liang.  Understanding black-
box predictions via influence functions, 2017. 

[7] Subramani Mani, Yukun Chen, Lori R. Arlinghaus, Xia 
Li, A. Bapsi Chakravarthy, Sandeep R. Bhava, E. Brian 
Welch, Mia A. Levy, and Thomas E. Yankeelov.  Early 
pre-diction response of breast tumors to neoadjuvant 
chemotherapy using quantitative mri and machine 
learning. AMIA ... Annual Symposium proceedings. 
AMIA Symposium,2011, 868 877., 2011. 

[8] World Health Organization.  Musculoskeletal 
conditions, November 2019. 

[9] Adam Paszke, Sam Gross, Soumith Chintala, Gregory 
Chanan, Edward Yang, Zachary De-Vito, Zeming Lin, 

The International Young Researchers' Conference 19



Alban Desmaison, Luca Antiga, and Adam Lerer.  
Automatic differentiation in pytorch.  2017. 

[10] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, 
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. 
Weiss, V. Dubourg, J. Vanderplas, A. Pas-sos, D.  
Cournapeau, M.  Burcher, M.  Perrot, and E.  
Duchesnay.   Scikit-learn: Machine learning in Python. 
Journal of Machine Learning Research,12:2825 2830, 
2011.11 

[11] Jasmine Pennic.  Ai vs. humans:  Ai solution beats 
Stanford radiologists in chest x-ray di-agnostics 
competition.  2019. 

[12] Matti Pietik ainen.  Local binary patterns.  2010. 

[13] Pranav Rajpurkar, Jeremy Irvin, Aarti Bagul, Daisy Yi 
Ding, Tony Duan, Hershel Mehta, Brandon Yang, 
Kaylie Zhu, Dillon Laird, Robyn L. Ball, Curtis 
Langlotz, Katie S. Shpanskaya, Matthew P. Lungren, 
and Andrew Y. Ng.   MURA dataset:  To-wards 
radiologist-level abnormality detection in 
musculoskeletal radiographs. CoRR, abs /1712.06957, 
2017. 

[14] Aditya Rastogi.  Visualizing neural networks using 
saliency maps in pytorch.  2020. 

[15] Mauricio Reyes, Raphael Meier, S`ergio Pereira, 
Carlos A. Silva, Fried-Michael Dahlweid, Hendrik von 
Tengg-Kobligk, Ronald M. Summers, and Roland 
Wiest.  On the interpretability of artificial intelligence 
in radiology:  Challenges and opportunities. Radiology 
Artificial intelligence, May 2020. 

[16] Robert Trevethan. Sensitivity, specificity, and 
predictive values:  Foundations, pliabilities, and pitfalls 
in research and practice.  2017. 

[17] Alexandra Villa-Forte.   Tests for musculoskeletal 
disorders, March 2020. 

[18] Yao Xie, Melody Chen, David Kao, Ge Gao, and 
 Proceedings of the 

2020 CHI Conference on Human Factors in Computing 
Systems, Apr2020. 

[19] Quanshi Zhang, Ying Nian Wu, and Song-Chun Zhu.  
Interpretable convolutional neural networks.  In 2018 
IEEE Conference on Com-puter Vision and Pattern 
Recognition, CVPR2018, Salt Lake City, UT, USA, 
June 18-22,2018, pages 8827 8836. IEEE Computer 
So-ciety, 2018 

 

 

The International Young Researchers' Conference 20



The Bio-Actuation Interactive Interface  
The  

 

 

Chiara Brielle Blissett 
NuVu Studio; Cambridge, United States 

Email: chiara_blissett@yahoo.com 
 
 
Abstract  In cities, masses of individuals cooperate to 
travel within pre-established ranges of motion; the vessel, 
or city, is unresponsive to each existence. Individuals 
muted by the city's bustle inevitably seek a sense of 
presence, an amplification to rejoice in their uniqueness. 
Permanently fixed frameworks and outlined trajectories 
construct urban environments, through apparent, 
unambiguous forms and stationary walls. All physical 
barriers are obstacles that create predefined, stationary 
routes that humans are forced to adapt to, muffling the 
ability for humans to be present and perceive the world 
through the full scope of their senses. 

Curated to break down barriers among everyday 
objects and biology, the Bio-Actuation Interactive 
Interface allows humans to 'communicate' with bacteria 
and watch the space around them morph. The bacteria 
showcased are genetically engineered to secrete color, the 
output of a chemical reaction. The interface enhances the 
user's state of mind as the color that the bacteria secretes 
is programmed for specific times of the day, evoking 
certain feelings, responses, and emotions, formulating a 
positive image for biotechnology.  

 
How can humans delineate the space around them? How 
does this affect the mental health of large populations? 
 
Key Words  Bio-actuation, biomimicry, agitation, urban 
reimagination/revamp 

INTRODUCTION 

The Bio-Actuation Interactive Interface is a tangible 
re-imagination of urbanism for all to engage with, reshape, 
and burgeon the capacity at which their senses can be 
engaged by diminishing the overwhelming effects of urban 
environments. Actuated by human presence, the installation 
responds to motion and physical interaction, unveiling how 
the body can construct the environment surrounding them, in 
contrast to the physical boundaries of the vessel, or city 
restricting a person's movement and ability to engage with 
their surroundings. 

Organic landscapes are created by the entities inhabiting 
them and are reformed and reconstructed by mutual 
interactions based around the needs of living organisms in 
their ecosystem. Natural landscapes also embody subjective 
decisions as microcosms in each natural ecosystem or 
macrocosm. In natural environments, the presence of each 

individual is amplified as each step leaves a unique 
impression, the space recognizing individual existence. 

DESIGN INTENTIONS 

I. Educate the public about technology in design 
 

Biotechnology  How can biology power the future 
(combat climate change)? Why is bio-design important today? 

  How can people engage 
with bacteria, something that is often stigmatized? Will an 
interactive (bio-powered) installation create a positive image 
for biotechnology and bacteria seen everywhere? 

 
II. Enliven public spaces 

 
Engage multiple senses  How can the senses be 

stimulated? How can bio-interactivity be optimized to its 
capacity? How can urban spaces/environments be reimagined 
and improved? 

- How can installations 

installations evoke positive feelings and emotions that can be 
translated into the workplace? Could an installation help 
individuals to improve their quality of work, productivity, 
and overall success? 
 

THE FUTURE OF BIOTECHNOLOGY 

Typically, installations do not embrace biology and the 
miraculous ways it can intersect with technology. Stigma 
leads children to believe that bacteria are disgusting and are 
insignificant, although the planet will undoubtedly rely on 
them in the immediate future. [1]  

 
 
FIGURE 1: E. Chromi.  Bacterial sensors (bio-bricks) are 
inserted into E. Coli to produce pigment. [2] 
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E. Chromi., a precedent for the Bio-Actuation 
Interactive Interface, utilizes standardized sequences of 
DNA in a format called bio-bricks. Genetically engineered 
bacteria design their own bio-bricks using genes copied from 
existing organisms, which are then inserted into E. Coli that 
can secrete colors visible to the naked eye. Bacterial 
biosensors (bio-bricks) can tell a person the concentration of 
the pollutant with a detection bio-brick. The detector is linked 
to two other bio-bricks, the sensitivity tuner and the color 
generator. The sensitivity tuner determines how drastic the 
environmental change is and communicates a color and a 
level of transparency or intensity to the color generator. In the 
future, E. Chromi will be used for personal in-home disease 
monitoring in the form of a yogurt. The bacteria in the yogurt 
react to the culture in your gut and secrete colors in  
stool to tell the user if their gut culture is healthy. 

 

THE IMPORTANCE OF SENSORIAL 

ENGAGEMENT 

The Impact of Sensory-Based Movement Activities 
on Students in General Education (2016) is a study that 
delves into the movement of students throughout the school 
day and the effects it has on academics and  
The investigation examined impacts of sensory-based 
movement activities on academic learning and analyzed the 
teacher  and student perceptions of the activities. [3] 
Similarly, other studies examining sensorial engagement and 
its correlation with boring cityscapes suggests that dull 
environments increase sadness, addiction, and disease-
related stress. Streetscapes and buildings ignore the need for 
sensory engagement, not allowing for comfort, happiness, or 
optimal functionality for future human populations. [4] Many 
studies show that breaks (for periods of sensory engagement) 
are essential in helping employees de-stress and re-charge for 
the rest of the workday. Regular breaks can also help improve 
overall job satisfaction and productivity levels. [5] Walking 
past an interactive installation in the city while taking a break 
for lunch is a great way to get some fresh air and engage the 
senses, even for a quick moment.  

The physical and social environments of urban life 
can contribute both positively and negatively to mental health 
and wellbeing. Cities are associated with higher rates of 
mental health problems compared to rural areas: an almost 
40% higher risk of depression, over 20% more anxiety, and 
double the risk of schizophrenia. Additionally, cities correlate 
to more loneliness, isolation, and stress. Good mental health 
can improve people's enjoyment, coping skills, relationships, 
educational achievement, employment and physical health 
problems. 

People who live in the city experience increased 
levels of stimuli: population density, noise, smells, sights, 
disarray, pollution, and intensity of other inputs. Every aspect 
of urban environments is deliberately designed to assert 
meanings and messages, such as advertisements that evoke 
behavioral responses and attitudes. These stimuli trigger 
action and thought and become more potent as an inability to 

'cope' sets in, often overloading the mind and resulting in 
burnout. Overload increases the body's baseline levels of 
arousal, stress, and preparedness, but also drives people to 
seek relief in quiet, private spaces. Over time this urge may 
evolve into social isolation associated with depression and 
anxiety, and also forms the basis of the ecological hypothesis 
of schizophrenia. [6] 
 

COLORS AND PSYCHOLOGICAL CORRELATION 

The colors in a person's surroundings can affect a 
person's health  physically or mentally. Various colors 
propagate varying impacts. Blues and greens form a calming 
ambiance, whereas oranges and yellows heighten 
productivity and the ability to focus. In color theory, every 
hue on the spectrum from white to black has an influence on 
how a person thinks, acts, and responds to the world around 
them.  

TABLE 1 : PSYCHOLOGICAL EFFECT OF COLORS [7] 
Color Psychological Effect(s) 
Yellow  Brightens mood, increases energy 

levels, uplifting, lively, joyful 
Orange  Exciting, burst of energy 
Pink  Calms nerves, relieves feelings of 

anger, aggression, and neglect, 
love, playfulness, kindness 

Green  Reduces anxiety, feelings of 
prosperity, restorative, mind-
clearing, encourages composure  

Light purple  Sparks creativity, calming feeling, 
light and airy 

Blue  Calming feeling, centered, 
relaxed, serene, lowers blood 
pressure, clears the mind, steadies 
breathing 

Research shows that the colors generally found in 
hospitals and healthcare sites are white and green as these 
tones promote healing, facility competence, and motivation 
for both staff and patients. At the same time, spaces for 
children are usually colorful, bright, and full of patterns to 
boost morale.         

Mental health units developed by the London-based 
charity Hospital Rooms bring color to wards and healthcare 
facilities to provide welcoming and inclusive atmospheres for 
patients in rehabilitation experiencing personality disorders, 
self-harm, depression, and other mental health issues. The 
rooms, founded by Tim Shaw and Niamh White, introduce 
colorful interiors and exteriors, resulting in an 
overwhelmingly positive response. [8] 
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REVAMPING URBAN ENVIRONMENTS 

 
 
FIGURE 2: Chiara Blissett  conceptual ideation and 
sensorial design intentions. [9] 

 
Drawing upon sensorial engagement research and color 

psychology, I generated lists of captivating, abstract 
reimaginations of urban expanses and the forms they could 
take. All of these reimaginations engaged multiple types of 
physical perception. From these lists, my sketches emanated, 
each expressing a wall that one could interact with and 
manipulate. Urban spaces should have the embedded 
capacity to involve the five senses and improve city-dwellers' 
psychological states, as they could significantly improve 
human mental health. This could translate to their educational 
or work-related engagement and success, and reduce the 
likelihood of burnout. 

The final design includes a modular partition system 
composed of aggregated tiles, each of which is cast from 
translucent silicone. Each silicone piece appears to resemble 
a flower embedded with hollow channels and paths. These 
span to the tips of the 'petals  from the center. A 
biopsy punch was used to create a hole in the center of the 
hollow channel, connecting a syringe. The syringe houses 
genetically engineered bacteria that secrete color in response 
to a chemical reaction or a change in their environment. 
Programmed sensors on the tips of the 'petals' detect the 
motion of a person passing by, causing the syringes to pump 
the bacteria into the actuators.  

When the movement of the algae occurs, the 
bioluminescent algae are agitated, evoking a reaction of 
oxygen within the complex molecule luciferin. This reaction 
releases the extra energy in the form of cold light. What 
makes the installation more interesting is that the algae will 
subsequently dispense a specific color, depending on the time 
of the day.  

 
 

FIGURE 3: Chiara Blissett  A digital rendition of the 
final wall installation. [10] 

 
The chart below illustrates the range of environments 

that bacteria are in that cause them to secrete particular 
pigments at particular times. The intensity and transparency 
of the hue are reliant on how drastic the changes are in the 
environment from its previous state identified by the 
detection bio-brick. The detector passes this information to 
the sensitivity tuner, which determines how deep the pigment 
will be. The tuner then translates the pigment hue to the color 
generator, which then secrets a color visible to the naked eye, 
hopefully evoking positive user responses. 
 

TABLE 2 : Genetic Program Inputs, Outputs, and  
Correlative Time [11,12] 
Input Output Time of Day 

Light 
 

Yellow Early morning 

Heat 
 

Orange Late morning 

Light Pink Early afternoon/ 
lunchtime 

Heat 
 

Green Late afternoon 

Acidity 
 

Light Purple Early evening 

Acidity 
 

Blue Late evening 

 
 

DISCUSSION 
 
How can we reimagine urban environments in a way 

  
 
Chiara
in today is challenging  the world we inhabit is composed of 
an inconceivable number of factors, many of which are not 
submissive. Revamping cities is not necessarily a matter of 
coming up with solutions to specific problems. Often times, 
the best designs arise from the miraculous, out-of-this-world 
ideas that are not produced for any particular reason except 
to expand the boundaries of what is tangibly possible. But 
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rve a purpose. The 
purpose should be discovered throughout the process  the 
abstraction should be the mainstay of each creation. Try to 
reimagine urban spaces as you know them; the results may 
be enthralling!  

 
How can society engage with biology and the static 

objects around them?  
 
Chiara
and designers are intersecting biology and everyday objects. 
Attempting to redesign objects to be powered by biology is 

that you want to revamp and find ways that biology could be 
embedded within, no matter how insane. For example, 
imagine devices and electronics you use every day being 
powered by the energy that bacteria produce, instead of 
requiring electricity  the possibilities are endless!  
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Abstract  Given the current climate of social 
discrimination, it has become pertinent to understand 
why certain groups form 
In this study, the extent to which adolescents (12-19) have 
gender bias was measured using two contextual factors: 
1) relation to family and 2) relation to the country at large. 
Using a sample of 41 adolescents from 20 cultural 
backgrounds, the IAT Test was used to measure gender 

Employing a mixed-methods approach framed within a 
Simmelian perspective on group affiliations, it was found 
that a higher assessment of individualism and masculinity 

stereotype. In regard to family-level characteristics, the 
presence of a working mother was identified to lower the 
severity of gender stereotypes. This study contributes to 
an understanding of the predictors of gender bias in 
adolescents and can be utilized by policymakers 
combating the climate of gender discrimination and 
educators fostering children during their process of 
identity formation.  
 
Key Words  in-group, out-group, individualism, masculinity, 
Georg Simmel  

INTRODUCTION 

It has been widely recognized that the societal standards 
concerning women and their role in the workplace have 
changed drastically throughout the last few decades. From the 
ratification of the 19th Amendment in the U.S. in the early 
20th century to a global female labor force participation rate 
(LFPR) of 48.47 percent [1], the systemic barriers separating 
men from women seem to have diminished greatly. However, 
the legacies of such disparity between the two sexes remain 
to this day on a global scale, with men entering Science, 
Technology, Engineering, and Mathematics (STEM) fields at 
a hugely disproportionate rate when compared to women 
overall [2]. Another case of remaining conformity to 
traditional gender roles can be observed in Japan, which  
despite being a highly developed country  ranks 110th out 
of 144 countries in terms of gender inequality [3].  
 
However, the focus should not be on the particular instances 
of gender inequality that can be observed today, but the 
agents of socialization and culturalization that together form 

a basis for those situations to flourish. This is where the work 
of Georg Simmel holds relevance. As argued by Simmel, the 
unique characteristics held by one are shaped by the multiple 
group affiliations one holds [4]. Explaining the influence of 

Simmel writes,  
 

individual participates, is one of the earmarks of culture. The 
modern person belongs first of all to his parental family, then 
to his family of procreation and thereby also to the family of 
his wife. Beyond this he belongs to his occupational group, 
which often involves him in several interest-   
 
In this statement, Simmel explains that the interplay of 
multiple group affiliations  
groups, and the society at large  come to ultimately form a 
cohesive way of thinking. The lasting relevance of Simmel in 
fields of sociological research is demonstrated by the work of 
many researchers [5] as they use his theory of culture as a 
foundational basis to their studies. Amongst these various 
social factors proposed by Simmel, the study maintains that 
group affiliations with both the family and the country as a 

perspective and thence, the extent to which one forms gender 
biases.   
 
As aforementioned, the focus is on the social and cultural 

n, the 
research is centered on the age group of 12 to 19 year-olds, 
otherwise labeled as adolescents. Adolescents are a 
demographic uniquely different from that of children or 
adults as they tend to have more diverse social circles [6] and 

[7] which allows for them to 
engage in higher-risk activities. Additionally, adolescence is 
a critical time for the emotional and physical development of 
the brain and its functions as youngsters transition from child 
t
regions have been observed to significantly develop 
throughout adolescence [8] [9] 
identity and lifelong values. Such a period of rapid 
development and identity formation may also be the time 
when particular stereotypes and norms are formed and 
solidified. Thus, examining this demographic of 12 to 19 
year-olds may be an indispensable part of uncovering the 
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review of the conceptual toolkit utilized to study the above 
topics.  

 
Theory 
 

membership in multiple group settings and the literature 
introduced above, the study deduces that country-level 
cultures such as the extent to which a country is collectivist 
and family-
educational background are most influential in shaping an 

the context of the study, is defined as the inclination to 
associate certain roles to each gender. For instance, one may 
hold a high level of gender bias if they firmly believe that 
women should be restricted from participating in the 
workforce. Conversely, one may also hold strong gender bias 
if they associate males with domestic activities and females 
with work-related activities, though this is a less common 
form of bias. The country-level cultures that were thought to 

imensions of Culture [10] and were chosen as 
1) Collectivism vs. Individualism, 2) Uncertainty Avoidance, 
and 3) Masculinity. As for family-related characteristics, 

tendency to form gender stereotypes. Through the research of 
these two levels of culture  country-level and family-
level  the key influences that give rise to gender bias in 
adolescents may be learned. 
 
The Present Research 
 
There were several major limitations to the studies reviewed 
and mentioned above. Firstly, the majority of the studies 
either focused on the formation of stereotypes across one or 
two cultures. This poses a threat to the generalizability of 

ross many 
cultures may warrant great disparity when applying their 
findings in other cultural contexts. In contrast, the present 
research sampled 41 participants collectively sharing 23 
different nationalities. This diversified sampling perhaps 
adds to the population validity of this study as the sample 
represented a range of cultures that were rated contrastingly 

of the development of gender stereotypes on such a 
globalized scale may ensure less setting threat to the validity 
of the research. Additionally, the structure of the research 
ensures reduced demand characteristics and social 

gender bias. The specific implicit-association test used 

account whether the examinee had had prior experience with 
the test. Thus, the chances of the results of the test being 
manipulated to the participants may decrease, minimizing 
threats to internal validity. The present study is framed within 

the Simmelian perspective regarding group affiliations 
introduced above and focuses on these primary hypotheses:  
 
H1  is 
likely to be more severe if their cultural background is more 
collectivist, masculine, and has higher uncertainty avoidance. 
 
H2 tendency to form gender bias is likely to be 
less severe if their mother is working or has attained 
academic degrees.  
 
H3: Adolescent females will be more likely to be influenced 
by country-level cultures and family-level characteristics 
than adolescent males. However, this will hold little influence 

to males.  
METHOD 

  
Design 
 
Using a mixed-methods approach coupled with an 
independent measures design, the study quantified variables 
of interest and ran multiple regression analyses to assess the 
extent to which the 
gender stereotyping. More specifically, ordered probit 
regression was used over ordinary linear regression as the 
dependent variable, level of gender bias, is an ordered 
categorical variable. Thus, it was more fitting for the study to 
use this type of regression analysis. By employing these 

educational and work background were able to be controlled. 
Qualitative data were used from conglomerated interviews 
and were utilized to contextualize the results of the data. 
Though following an independent measures design, the 
method of random allocation was not employed in the study 
as it would be highly inefficient and futile, especially when 
considering the scope of the research. 
 
Participants  
 
This study draws data on 41 adolescents aged 12-19 from 
various academic institutions and communities on a 
globalized scale. Of these, the majority of adolescents 
sampled were in middle adolescence (15-17) (n = 23). The 
sample comprised of adolescents of various ethnicities; those 
of Hispanic/Latino (n = 3), East Asian (n = 10), South Asian 
(n = 13), Black or African American (n = 1), Pacific Islander 
(n = 1), and Caucasian/White (n = 19) descent were 
represented in the sample. The sample consisted of three age 
groups: early adolescents (10-14 years; M = 13.36 years, SD 
= 0.67; n = 11 [8 females]), middle adolescents (15-17 years; 
M = 16.56 years, SD = 0.66; n = 23 [19 females]), and late 
adolescents (18-20 years; M = 18.29 years, SD= 0.49; n= 7 [4 
females]).  
In regard to the results of the Harvard IAT test all participants 
took unproctored, ne
automatic association for male with career and female with 
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n 
automatic association or male with career and female for 

nts with a range 
of gender biases; scores of 1 (n = 1), 2 (n = 2), 3 (n = 2), 4, (n 
= 6), 5 (n = 10), 6 (n = 17), and 7 (n = 3) were represented.  

Materials 

In the study, a questionnaire comprising Harvard 
-

Career [11] and 8 demographic items relating to the 

identity was used. Additionally, the Country Comparison 
Tool from Hofstede Insights [12] was used to assess each 

three dimensions of interest  Individualism versus 
Collectivism (IDV), Masculinity versus Femininity (MAS), 
and Uncertainty Avoidance (UAI)  were assessed on a scale 
of 1-100, with 1 indicating almost no presence of the 
dimension in that specific country, and 100 indicating a  

TABLE 1: Descriptive Statistics 

measure the strength of associations between both sexes (men 
and women) and concepts (work and family). The online test 
consists of a 10-question survey asking to associate certain 
words with the male or female sex, followed by a section on 
demographics asking common questions about the 

Female, Career, and Family. Using specific keys on their 
keyboard, subjects were asked to categorize the items as 
quickly as possible. It is assumed that one will make a 
response more easily, and therefore, more quickly, when 
related items have the same key. For example, one may hold 
more traditional gender stereotypes when they are quicker to 
respond when [Female + Family] and [Male + Career] are 
paired together than when [Female + Career] and [Male + 
Career] are paired.  

Results were then analyzed using the statistical software 
STATA. The use of such software ensured that variables such 
as age and ethnicity were controlled for and did not have a 
biasing effect on other variables. Furthermore, multiple 
regression analyses were run to simultaneously take into 
consideration a multitude of variables. This way, the extent 
to which each variable influenced another was able to be 
examined. 
 

 
Procedure 
 
Most, if not all participants were recruited via email or text 

developed in both casual and professional settings. There 
were great imbalances in terms of the age and sex of the 
participants, but it was observed that these differences did not 
affect the extent to which one forms gender stereotypes (p = 
0.844 (age), r = 0.197 (sex) ), nor did it influence any other 
variables tested. Participants were administered an online 
questionnaire that included an external link to a test 
measuring their tendency to associate men and women with 
either career or family. All 41 adolescents received and 
completed the test in the environment of their choice, with no 
proctoring of the examinee. In addition, a few of these 
adolescents were interviewed by phone to gain further 
contextual information with regards to their results on the 
IAT and the relationships found in the regression analyses.  
  

FIGURE 1 : Displays of two of the seven different 
iterations of the IAT Test that participants must 
complete. Participants are asked to press the "E" key to 
sort the given word to the left categories, and the "I" key 
to sort into the right categories. 
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RESULTS 

From the multiple regression analyses ran, it can 
first be assumed by looking at Model 1 that level of 
uncertainty avoidance, one of three country-level cultural 
characteristics examined, does not influe
to form gender stereotypes (p 
level of individualism and masculinity seem to have a great 
influence (p = 0.034, p  
IAT. These results partially reject Hypothesis 1, which 

their cultural background is more collectivist, masculine, and 
has higher uncertainty avoidance. Likewise, the regression 
model shown in the first column shows that gender bias 
consistently decreases with an increase in individualism and 
increases with the level of masculinity, while holding little 
relation to uncertainty avoidance (p = 0.212). These two 
culture-related variables and their strong relation to the 
tendency to form stereotypes seems to be a continuing trend 
throughout the regression analyses, as elaborated on in later 
sections.  

Model 2 isolates family-level characteristics such as 
 -level 

characteristics that were examined before and investigates the 
effect these family-level characteristics directly have on 
gender bias. Contrary on Hypothesis 2, the level of 
educational attainment of the mother was positively related 
to the formation of traditional gender stereotypes, though not 
in any way that was statistically significant (p = 0.431) 
(college degree); p = 0.997) (Masters & Ph.D.)) When 

 relation 
to the formation of traditional gender stereotypes, it was 
observed that the higher the degree obtained, the greater 
gender bias one tends to have. However, the p-values of these 
observations (p = 0.323 (college degree), p = 0.135 (Masters 
& Ph.D.)) suggest a weak relationship between these 
variables. As hypothesized, adolescents with low gender bias 
tend to be in a household where their mother is one of the 
breadwinners (p = 0.137), and the presence of a working 
father is linked to a greater level of gender bias (p = 0.508). 
Even so, these values were overall not statistically 
significant, which may indicate that these variables 

gender stereotypes.  
Thirdly, it was analyzed if the effects of country-

level characteristics (e.g. Individualism vs. Collectivism) and 
family-
attainment) remained robust when those two social contexts 
were considered simultaneously. In this regression model, 
both individualism (p = 0.000) and masculinity (p = 0.001) 

gender bias. Once more, it was found that a higher score of 
individualism is linked to less gender bias and that a higher 
score of masculinity is associated with greater gender bias. In 
regard to the family-related characteristics that were 
analyzed, adolescents had more gender bias when in a 
household with a mother that had completed tertiary 

nment of a 
college degree (Coef. = 1.640) had a greater impact on the 
formation of gender stereotypes than if they had obtained a 
attainment of an academic degree had a positive relation to 
the tendency to stereotype. Notably, adolescents whose 

likely to have gender bias (p = 0.031). 
 

Coef

The tendency to stereotype decreased, however, when 
participants lived in a household with a working mother and 
increased with the presence of a working father. These 
findings further support the first two hypotheses introduced 
in the above section. To conclude, variables that had 
statistically significant relationships with gender bias in the 

TABLE 2: Ordered Probit Regression on Gender Bias 
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last two regression models remained significant, only to a 
greater extent.  

Model 4 was used to examine whether these results 
would remain robust when controlling for demographic 
variables such as ethnicity and sex. This model revealed that 
the significance of certain variables did indeed remain 
consistent with the above findings. A greater level of 
individualism suggested a lower tendency to gender 
stereotype (p = 0.001), and a greater level of masculinity in 
countries was linked to more gender bias in adolescents (p = 
0.002), providing further empirical evidence for Hypothesis 
1. As for the family-level characteristics hypothesized to 

trends observed in the last few models remained, with a 
a college degree or higher increasing 

gender bias the most. In regard to the employment status of 
the parents and their influence, the presence of a working 
mother held statistically significant relationships to a lower 
tendency to stereotype (p = 0.033), and the presence of a 
working father held rather weak relationships (p = 0.444). 
However, this may be due to the huge variety of jobs that 
these parents hold. Concerning the demographic variables 
that were controlled, females tended to have greater gender 
bias (p = 0.197), and those who identified as Asian held more 
bias when compared to Caucasian and Other 
(Hispanic/Latino, African American, etc.) (p = 0.524). 
Higher age was also very loosely related to more gender bias 
(p = 0.844). However, the p-values of these control variables 

stereotypes. It can be concluded that significant relationships 

main, even with 
control of demographic variables.  

As another form of analysis cumulated predicted 

were run. As displayed in Figure 3, the probability of forming 
traditional gender stereotypes (i.e. men should be the sole 
breadwinner) increases as a country is more individualistic.  

Notably, the probability of adolescents that hold slight 
traditional gender bias seems to increase by four-fold in a 
country with individualist scores in the 90s when compared 
to a country with scores in the 40s. The large fluctuations in 
the probability of forming traditional gender biases suggest a 
strong relationship between the level of individualism a 
culture has and the tendency to form gender bias. 

The cumulated predicted probability model 
examining the masculinity dimension shows that the 
probability of one having non-traditional gender biases (ie. 
All women should participate in the workforce) decreases as 
the level of masculinity increases. This relationship between 
lower masculinity and less gender bias provides further 
support for Hypothesis 1, along with findings from Figure 2. 

 
Interviews 
 
In order to gain further insight into the country-level 
characteristics and the family-level characteristics that 

interviews were conducted with adolescents of varying 
cultural and family backgrounds. One persistent trend in a 
couple of the interviews was the overlapping of two 
dimensions in on
expressed that the classroom environment she was in leaned 
towards a collectivist culture, whilst her family environment 
emphasized individuality. This reveals yet another level of 
culture that were not addressed in the study, which is namely 
the school-
bias. This trend also leads us to consider other cultural levels 

types of media they are exposed to and the overall culture of 
the neighborhood they are raised in. When one respondent 
was asked about the differences that coexist in their 

differences in terms of cultures, but there are definitely 
differences in 

the study  religion. From several interviews, it was derived 

FIGURE 3: Cumulated Predicted Probabilities 
(Masculinity Dimension) 

FIGURE 2: Cumulated Predicted Probabilities 
(Individualism Dimension) 
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determining how collectivist and masculi
background may be, along with several other factors that 
were noted above.  

DISCUSSION 
 

This research examined the predictors and 
influences of gender stereotyping in adolescents 12-19 years 
of age. The absence of these biases could generally be 
associated with a lower assessment on the masculinity 
dimension (p < .002) and a higher assessment on the 
individualist dimension (p < .001) in addition to the presence 
of a mother participating in the workforce (p < .05). These 
findings align with research previously conducted on the 
cultural factors that shape biases and stereotypes of out-
groups [13] [14] [15]. These studies have attributed the avoidance 
of heterogeneity in collectivist cultures as a key reason that 
explains less- -group. 
Therefore, it can be said that those in collectivist countries 
tend to strive for social inclusion, and in the process, conform 
to traditional gender norms that have been rooted in their 
respective countries for centuries. In summary, the results 
provide empirical evidence that two of three country-level 
characteristics examined  individualism and masculinity  

gender stereotypes. However, it should be noted that the 
sample in the study was not representative of the population. 
Therefore, several threats to validity exist. 

In regard to family-level characteristics, a higher 
level of educational attainment was shown to be a significant 

previous research [16] [17]. An irregular finding was that 
demographic variables were overall not that influential in 

research previously conducted on adolescents [18] [19] which 
demonstrate that implicit bias and stereotyping increase as 
one ages.  
 
Addressing Gender Bias 
 

Considering that adolescence is a time of identity 
formation in which particular stereotypes and values are 
formed and solidified,  results hold great 
relevance to policymakers in education and teachers alike. 
The results may lend insight into certain classroom structures 

develop extreme gender biases in the future. For instance, 
classrooms could adopt more individualistic classroom 
cultures with elements of cooperation and modesty, in 
contrast to a more masculine culture. As the findings derived 
from the study show, adolescents have already internalized 
traditional gender roles from a young age, and they remain in 
later adolescence as well. Therefore, the changes in policy 
and culture that should follow must directly intervene with 

truly combat the current climate of inequality around the 
globe.  
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Abstract  The study of gravitational waves/radiation was 
initially limited to only one way of detection and generally 
involved the study of black hole mergers. In 2017, the 
unanimous detection of GW170817 by LIGO and Virgo, 

 Space telescope led 
to an interest in studying binary neutron star mergers as 
it presented confirmation for past predictions by the 
Theory of General Relativity and also had new 

resolution of stochastic backgrounds, the formation of the 
heavier elements in the universe and a lot more. There is 
also a possibility of the discovery of a new class of black 
holes as the nature of the post-merger remnant is 
unknown.  This was the first discovery of its kind to have 
an electromagnetic component and this has led to the 
growth of multi-messenger astronomy, promoting further 
collaborations for these detections. LIGO and Virgo held 
another operation run later and one more binary neutron 
star merger candidate has been identified. Further 
detections and analyses are awaited. 
 
Key Words  Relativity, LIGO, Binary neutron stars, 
Mergers, Multi-messenger discoveries 

INTRODUCTION 

Gravitational Waves, i.e., ripples through the fabric 
of space-time were first 
General Relativity in 1916. [1] 
showed that massive accelerating objects would disrupt 
space-time in a way such -time would 
propagate from the source, travelling at the speed of light in 
all directions. They carry information about their dramatic 
origins and about the nature of gravity itself. [2] 

A lot of research and debate has been done on their 
nature and existence and they can be mathematically 
understood better through a simpler metric that was derived 
from Einstein's original equations by Asher Peres. He studied 
the plane wave-like line element for gravitational waves and 
obtained a metric defined through the proper time:  

 
where  and is a function of  and . [3] 
As further debate and research led to more and more 
conclusions on their existence, the hunt to detect gravitational 
waves started. Finally, nearly 100 years later, a gravitational 
wave signal was detected by both of the twin U.S.-based 

Laser Interferometer Gravitational-Wave Observatory 
detectors at Livingston, Louisiana and Hanford, Washington 
in 2015 from a black hole merger. [4] Since then, LIGO and 
other detectors like the Virgo interferometer at Italy have 
been working carefully to detect even more signals to learn 
more about the universe. Up until 2017, there had been no 
electromagnetic counterpart to the gravitational wave 

unified. 
However, an accidental detection of a strange signal led to a 
discovery that would change everything as it became the most 
talked-about discovery of the decade. A binary neutron star 
merger had been detected and it gave off both, gravitational 
as well as electromagnetic radiation. 

 
DISCOVERY 

  
On August 17, 2017, 8:41 pm EDT, a gravitational signal 

named GW170817 was detected by the LIGO detector at 
Hanford, Washington during the O2 Operation Run. It was 
originally identified as a single detector event at Hanford by 
a low-latency binary-coalescence search because the 
saturation at LIGO-Livingston detector prevented this from 
being reported as a simultaneous event. The low latency 
transfer of data from the Italy-based Virgo detector was also 
delayed. However, a visual inspection later revealed a clear 
chirp coming from a single source (Figure 1). A Gamma-ray 

space telescope around the same time. This was considered 
unlikely to be a mere coincidence and multiple follow up 
observations were launched around the world. [5] 
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FIGURE 1: Time-Frequency plots with the upward-sweeping 
chirp for GW170817 from LIGO-Hanford, LIGO-Livingston 
and Virgo. The glitch in Livingston data has been removed. 
Chirp is not visible in Virgo due to low sensitivity and source 
location. [5] 

The sources were predicted to be neutron stars, i.e., 
extremely dense remnants from the collapse of massive stars. 
This was because they were not as massive as the previously 
detected  black holes; their masses were estimated to be 
somewhere between 1.1 to 1.6 solar masses, which lies close 
to the mass range for neutron stars. Scientists gave this mass 
estimation after analysing the recorded chirp. According to 
the theory of general relativity, the gravitational waves 
emitted by inspiraling compact objects during a quasi-
circular orbit are characterized by a chirp like time evolution 
in their frequency that depends on a combination of the 
component masses and on the mass ratio and spins of the 
components. The equation used is: 

 

where  is the chirp mass and    is 

the rate of change of frequency. [5][6] 

The chirp mass was measured to be  
, and the chirp, in this case, lasted 100 seconds and was 

seen through the entire frequency range of LIGO. This was 
unusual as binary black hole mergers produce chirps lasting 

sensitive frequency band. This meant that their masses were 
significantly lower than that of black holes. The LIGO data 
also gave their location to be quite close to Earth; around 130 
million light-years. Collected data indicated that they had 
been spiralling in towards in the past and as they spiralled 
faster and came closer together, they stretched and distorted 

the surrounding space-time, releasing energy as gravitational 
waves, and then finally smashed into each other. [5] 

This was the first time a cosmic event was detected 
in both gravitational waves and electromagnetic radiation. 
Due to the multiple detectors, we were able to quickly 
pinpoint the location of the event in the sky and launch 
multiple follow up observations. It was later confirmed that 
the signal was the result of the merger of two neutron stars in 
the lens-shaped galaxy NGC 4993, which was 140 million 
light-years away. [5] The results of these observations and 
further analysis had major scientific implications and 
confirmed several predictions made by the Theory of General 
Relativity by Albert Einstein. 
 

IMPLICATIONS 
 
I. Confirmations about the speed of gravitational waves in 
agreement to the Theory of General Relativity 
 

GRB 170817A was observed 1.7 seconds after GW 
170817. This leads to strong constraints being forced on the 
nature of gravity and gravitational waves when you combine 
this observed delay in evidence with knowledge of the source 
luminosity distance. Placing these bounds required a very 
deep understanding of waveform modelling and the 
uncertainties associated with it. The Shapiro time delay effect 
(also called gravitational time delay effect) is one of the 
classic tests of general relativity and in it, radar signals 
experience space-time dilation and there is a time delay 
because of the increase in path size. The observations were in 
agreement with this and after doing the required adjustments, 
the speed of gravitational waves was finally found to be 
equivalent to the speed of light to very high precision. This 
verifies the assumption in the Theory of General Relativity 
that gravitational waves travel at the speed of light in a 
vacuum (c). Various other tests were also conducted and they 
were all in good agreement with the Theory of General 
Relativity. [5][7] 
 

universe 
 

Direct measurement of the luminosity distance of 
the source can be obtained from the gravitational wave signal 
and after calculating the redshift, we can infer cosmological 
parameters without relying on the cosmological distance 
ladder, which is not always 
is calculated to be  when you use 
the association with the galaxy  NGC 4993. This is the most 
probable value (minimum 68.3% probability) when 

. This was consistent with the 

Now, this provides confirmation and the calculations about 
the expansion of the universe can be more accurate. We can 
also assume the cosmological constants to be known and then 
calculate the luminosity distance of the source using the 
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redshift and the above association. This would lead to 
improved measurement of the inclination angle of the source 
and would also help in figuring out the gamma-ray burst 
opening angle. [5][8] 
 
III. Resolving stochastic background from unresolved Binary 
Neutron Star mergers 
 

To create a background, we need the rate of merger 
and through this discovery, we have a very reliable source for 
calculating the rate in Binary Neutron Stars. 
O2 Operation Run, GW170817 was the only discovery to 
have a false alarm rate below 0.01 year and by using this as a 
foolproof source, we can infer the local coalescence rate 
density ( ) of Binary Neutron Star (BNS) systems. For GW 
170817, we assume the mass distribution of the components 
to be flat between 1 and 2 solar masses, and their 
dimensionless spins to be below 0.4. 

 when we impose the upper limit of 

O1 Operation Run earlier. Through this inferred rate, 
countless unresolved BNS mergers can be localised and 
compared in magnitude to existing Binary Black Hole (BBH) 
mergers. This can be used to create a combined as well as 
separate stochastic background for BNS and BBH mergers 
which will help detect gravitational waves in the future for 
further research. [9] 
 
IV. Study of the post-merger remnants as a possible new class 
of black holes 
 

The object resulting from the merger is 2.7 solar 
, i.e., the remaining material from 

the merger is being blown out into space and it can reach up 
to 1000 times the brightness of a classical nova. The kilonova 
AT2017gfo is the first kilonova for which detailed optical 
spectra has been recorded. [10] Binary neutron star mergers 
may result in a short or long-lived neutron star remnant that 
could emit gravitational waves following the merger and 
there are 4 predictions about its nature: 
1) It could form a black hole directly,  
2) It could form a hypermassive neutron star that would 
collapse into a black hole within a second,  
3) It could form a supramassive neutron star that would 
collapse into a black hole on timescales larger than 1 second 
or,  
4) It could form a stable neutron star. [11][12] 
 

The result depends upon the final mass as well as the 
chemical properties of the neutron stars. This post-merger 
remnant is predicted to be a hypermassive neutron star that 
has collapsed into a low-mass black hole by now. [13] This 
would mean the discovery of a new class of black holes by 
LIGO. However, other options cannot be ruled out yet and 
this can only be confirmed once the gravitational waves from 
this remnant are detected and analysed. Several attempts were 
made at detecting these in vain but continued observations 

over the next several years may confirm or refute this 
prediction. [11] 
 
V. Origin of the heavier elements in the universe 
 

Because we were able to pinpoint a specific location 

Electromagnetic (EM) follow-up observations were possible 
and they revealed that a large fraction, roughly half, of the 

reated by neutron star 
mergers. The key method used to figure this out was by 
looking at the optical spectrum of the event as the light of the 
kilonova AT2017gfo comes from the material released by the 
neutron stars as they merged. It was observed that the 
material contains abundant heavy elements and this provides 

accepted that all elements starting from Niobium (Atomic 
number 41) to Uranium (Atomic number 92) excluding 
Technitium (Atomic number 43) and Promethium (Atomic 
number 61) have been created in large quantities during and 
as a result of binary neutron star mergers. [14] 
 

FUTURE RESEARCH AND CONCLUSION 
 

LIGO and Virgo started their O3 operations run in 
April 2019 with more sensitivity than the last time and on 25 
April 2019, the LIGO Livingston Observatory picked up 
what appeared to be gravitational ripples from another 
collision of two neutron stars. This has been named 
GW190425 and it serves as confirmatory evidence for the 
implications of the previous discovery. [15] LIGO suspended 
its O3 run earlier in March 2020 instead of April 2020 due to 
the COVID-19 Pandemic. [16] Multiple candidates have 
been identified as possible Binary Neutron Star, Binary Black 
Hole and Neutron Star-Black Hole mergers,  but further 
analyses of the data sets are required before any confirmed 
detections. [17] 

When dealing with gravitational wave detections, it 
has been observed that the low sensitivity of the instruments 
being used is often a hindrance to accurate detections, leading 
to a lot of time being lost while working with incomplete 
data. To counter this, a more interferometers could be built 
and upgraded from time to time, thereby increasing their 
sensitivity and detection range. Another suggested solution to 
the common problem of high false alarm rates in observations 
could be to build a space-based detector as that would largely 
prevent any noisy disturbances from Earth. The list of 
possible improvements or upgrades is endless and so are the 
possibilities of what we might uncover because of them in the 
future.  

The most remarkable aspect about this infamous 

cooperation of several astronomers and physicists spread 
across the globe. The communication was swift and 
collaboration was easily facilitated. This demonstrates the 
strength of multi-messenger astronomy in projects of such 
crucial importance dealing with gravitational waves. Now, 
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data sets and possible gravitational wave detections by the 
LIGO-Virgo Collaborations are being made public as soon as 
possible as Open Public Alerts to facilitate gravitational-
wave transient event detections. The era of multi-messenger 
astronomy is here with a bang, especially so for gravitational 
radiation research [17], and the author believes that in the 
future, physical barriers would be almost non-existent as the 
entire planet would transform into a giant observatory, 
uniting in the quest to uncover the secrets of the mysterious 
cosmos. 
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Abstract - Dog allergies are a nationwide concern, with 15 
million Americans suffering from this allergy. Currently, 
the treatment against allergies, allergen immunotherapy 
(AIT), lacks efficacy in treating most allergies and has yet 
to focus on improving AIT for dog allergies. This study is 
the first to determine whether or not adding a bacterial 
adjuvant, CpG ODNs, to AIT will prevent an allergic 
response to dog allergens. In vitro observation of cell 
responses to dog allergens, combined with and without 
CpG ODNs, was assessed. When evaluating the 
effectiveness of adding the CpG ODN, the type of T-
helper cell response was determined through flow 
cytometry. Results indicated a decrease in Th2 cells, with 
no increase in Th1 cells. Overall, this demonstrates that 
the use of CpG ODNs has the potential to amend the 
immune response. Ultimately, the goal of this research 
extends beyond treating dog allergies. Ideally, 
researchers hope to fully understand the method of using 
bacterial adjuvants against allergies so the treatment can 
be widespread across different types of allergies. 

Key Words  T-helper 2 cells, CpG ODNS, AIT 

INTRODUCTION 
 

More than 50 million Americans suffer from 
allergies; three in ten are allergic to dogs (Grayson, 2018). 
There are currently seven known dog allergens, classified as 
Can f 1-7, that are considered a major risk factor for 
developing allergic rhinitis and asthma (Chan & Leung, 
2018) As allergies are growing at a rapid rate, at 6.4% 
increase per year (cdc.gov, 2017), the need for an effective 
treatment is critical. 

Allergies present themselves when a foreign antigen 
is displayed to immune cells. Allergens are recognized by 
CD4 T helper (Th) cells, specifically, CD4 Th2 cells that 
stimulate the production of immunoglobulin E (IgE) 
antibodies from B cells through chemical signals, such as 
interleukins (IL) (Reece et al., 2018). The type of interleukin 
secreted determines the nature of the T cell response. 
Interleukin associated with the Th2 response encourages the 
production of IgE, ultimately leading to an allergic response. 
Allergic responses cause symptoms that can range from 
watery eyes, sneezing, rashes, to anaphylaxis (Grayson, 
2018). To cure these allergic responses there is currently only 

one treatment method, allergen immunotherapy (AIT) (Cox, 
2018). AIT works to counteract the Th2 allergic response by 
promoting the production of immunoglobulin antibodies and 
interleukins associated with the Th1 response, which 
normally occurs in response to intracellular parasites 
(Janeway, 1999).  AIT involves the gradually increasing 
introduction of allergenic substance that an individual is 
allergic to. The goal is to modify the immune system away 
from an allergic Th2 response upon exposure. However, AIT 
faces barriers, such as a lack of effectiveness when using the 
crude allergen extract; therefore, future research must focus 
on new solutions to overcome this obstacle (Chan & Leung, 
2018). One possible solution is the addition of an adjuvant, a 
substance that modulates immune responses to an antigen.  

Adjuvants have been shown to amplify the effect of 
immunotherapy by modulating the immune response (Shi, 
2019). By recruiting specific populations of immune cells, 
adjuvants play a role in stimulating a Th1 response (Shi, 
2019). One promising adjuvant is the cytosine-guanine 
oligodeoxynucleotide (CpG ODN). CpG ODN is a short 
single-stranded segment of bacterial DNA that contains 
unmethylated CpG dinucleotides (invivogen.com). CpG 
ODNs are agonists of Toll-like receptor (TLR) 9, which is 
important because TLRs play a key role in the induction of 
Th1 immune responses (Farrokhi et al., 2017). The use of 
CpG ODNs in immunotherapy has the potential to be curative 
in the treatment of allergic diseases (Farrokhi et al., 2017). 
Thus, the focus of this study is to improve immunotherapy 
for dog allergies with the use of the CpG ODN adjuvant. This 
study is the first of its kind to use dog allergens and the CpG 
ODN adjuvant together. In the end, this treatment may have 
the potential to alter the immune pathway, ultimately 
stopping allergic reactions and reducing the risk of 
anaphylaxis, a potentially deadly condition.  

 
I. The Immune System and Th1/Th2 Cell 

Response 
 

Th2 cells play an important role in the humoral immune 
response by releasing interleukins to signal the production of 
antibodies, specifically the allergic antibody, IgE (Umetsu & 
DeKruyff, 1997). When produced, IgE binds to mast cells, 
producing an allergic response (Galli & Tsai, 2012). Th2 cells 
represent a harmful adaptive response to antigens by 
amplifying and prolonging allergic inflammation, as well as 
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late-phase reactions, which are associated with airway 
hyperreactivity that can lead to asthma and allergic rhinitis 
(Umetsu & DeKruyff, 1997). By contrast, Th1 cells inhibit 
the development of allergic reactions because the chemicals 
secreted, IFN- -12, do not promote IgE synthesis 
(Umetsu & DeKruyff, 1997).  

It has been found that the Th1 cell response cascade 
inhibits the proliferation of Th2 cytokines, thus inhibiting 

cell response includes the secretion of IL-12 and IL-18, which 
signal for IFN-
et al., 1997). However, Th2 cells cannot signal for the 
synthesis of IgE when Th1 cytokines are proliferating 
because these chemicals secrete signals for different antibody 
production (Oriss et al., 1997). Therefore, the ideal immune 
response is the Th1 cell response. It is possible to induce a 
Th1 reactions over a Th2 reaction with the use of adjuvants, 
one being CpG ODNs. CpG ODNs have been shown to 
suppress the Th2 response and induce a Th1 response; 
therefore, CpG ODNs are currently studied as a tool to induce 
Th1 cell responses. 

 
II. CpG ODNs Help Induce Th1 Cell Response  

 
Preclinical models of asthma have demonstrated that 

CpG-ODNs are potent inhibitors of atopic (allergic) 
responses, suppressing Th2 cytokines and reducing airway 
eosinophilia and levels of IgE (reviewed in Fonseca & Kline, 
2009). Airway eosinophilia was significantly reduced (p < 
0.01) in mice treated with CpG ODN immunotherapy 
compared to mice treated with regular AIT (Jain et al., 2003). 
CpG ODNs are currently being developed as a vaccine 
adjuvant to prevent or treat allergies (reviewed in Hanagata, 
2017). Thus, the introduction of an adjuvant provides a 
promising alternative to improve immunotherapy. 

CpG ODNs bind to cells that express toll-like receptor 9 
(TLR9) inducing a response that is biased toward Th1 
immunity (Shirota & Klinman, 2014). In 2018, Lehto et al. 
(2018) found that mice who were allergic to timothy grass 
allergen and received CpG ODN immunotherapy reacted 
with a Th1 cell type response, resulting in a significant 
decrease in allergen-specific IgE levels (p < 0.05). This 
finding indicates that the CpG ODN sequences worked to 
decrease and weaken the allergic symptoms. The results are 
promising, suggesting that this technique, AIT with CpG 
ODNs, could be applied with different allergens. 

Another study by Srivastava et al. (2015) analyzed the 
use of CpG ODNs with AIT against peanut allergies in a 
murine mouse model. Only 30% of the mice that received the 
CpG ODN with the peanut allergen had an allergic response, 
whereas 100% of the mice receiving the allergen alone had 
an allergic reaction. Additionally, a significant decrease in 
IgE was observed (p < 0.001), indicating a shift to a Th1 
response. Further, Marshall et al. (2001) conducted a study 
with similar results, examining the properties of CpG ODNs 
linked with Amb a 1, a ragweed allergen, in vitro. This study 
found a marked reduction of allergen-induced IL-4 (P < 0.05) 

and IL-5 (P < 0.05) production while also showing an 
increase of IFN- P < 0.005). Together, the data indicates a 
shift away from the Th2 response, since IFN-
to the Th1 response. Thus, the linkage of Amb a 1 to CpG 
ODNs appears to alter the immune response through the 
downregulation of the Th2 cytokine response by promoting 
the secretion of IFN-
2002, have analyzed the relationship between interleukins 
and the Th2/Th1 response.  

Since interleukins are the signaling molecules that 
determine whether a response is Th1 or Th2, they are an 
important factor in the immune pathway. Kitagaki et al. 
(2002) found CpG ODN-induced suppression of established 
Th2 responses in mice through the inhibition of antigen-
induced IL-5 and the production of IL-12. When CpG ODNs 
were administered with immunotherapy, the production of 
IL-5 was significantly inhibited (p = 0.01). In other words, 
the therapy stimulated the production of interleukins 
associated with the Th1 response resulting in Th2 response 
being inhibited.  

Overall, the results from multiple studies provide 
promising results for the use of CpG ODN sequences in 
immunotherapy to prevent allergies. The use of CpG ODNs 
has been shown to decrease the Th2 allergic response with 
ragweed (Lehto et al., 2018) and peanut allergens (Srivastava 
et al., 2015), but has never been tested with dog allergens. 
Therefore, this study will be the first of its kind to focus on 
how CpG ODNs are able to affect the immune pathway of 
cell cultures from patients sensitized to dog allergens. The 
goal of this study is to inhibit allergic response by inducing a 
Th1 cell response.      

1. Obtain lymphocytes and culture the cells with 
commercially bought dog allergens 

2. Break the cells cultures into four treatment groups, 
one being the experimental, which is IL-2 with an 
active form of CpG ODNs  

3. Analyze cell proliferation of Th2 and Th1 cells, 
using in the different cell cultures by flow cytometry 
and FlowJo software 

H0: Lymphocytes that receive the CpG oligodeoxynucleotide 
adjuvant immunotherapy will not experience a decrease in the 
Th2 immune reaction. 
H1: CpG oligodeoxynucleotide adjuvant immunotherapy will 
significantly decrease the Th2 immune reaction within the 
dog sensitized lymphocyte cultures.  
 

METHODS 
 

I. Samples 
 

Twelve human blood samples were obtained as 
cryopreserved buffy coat with peripheral blood mononuclear 

were sensitized to dogs and six were non-allergic. The blood 
samples were separated and organized in 96 well plates. For 
each sample there two negative controls, a positive control, 
and an experimental group. One negative control contained 
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the sample and dog allergen only. The other negative control 
contained the cells, Can f 1-7, IL-2, and inactive CpG ODNs. 
The experimental group contained the sample with the IL-2, 
active CpG ODN, and allergen. Finally, the positive control 
group contained the sample and IL-2 only.  

 
II. CpG Oligodeoxynucleotide 

 
The CpG ODN were purchased from InvivoGen. The 

purchased adjuvant was ODN-2395 - TLR ligand; this was a 
class C synthetic CpG ODN.  

 
III. PBMC Separation 

 
Diluted blood with PBS in equal amounts and layered on 

top of Ficoll-Paque PLUS density gradient media (#GE17-
1440-03, Millipore Sigma) and centrifuge. Obtained the 
buffy coat layer by using a transfer pipet, mixed with PBS to 
rinse, centrifuge. Freezing media containing 10% DMSO 
with 90% fetal bovine serum (FBS) and frozen to -80oC. 

 
IV. Preparation of Cell Cultures 

 
Rinse frozen buffy coats PBS and resuspended in X-

vivo 20 (Lonza) + 20% FBS at 1x10^6 per ml. 
400g full brake. Aspirate off liquid and resuspend pellet in 
10 ml PBS, take out 10ul for counting. Calculate cells/well 
for 96 well plate 3x10^5 cells per well needed. Separate out 
depending on conditions. Pellet cells and add to 200ul of X-
vivo with a final 4ul of Acetone Precipitate Dog Extract 
(Stallergenes Greer) with CpG ODN 2395 or CpG ODN 
2395 Control (InvivoGen) as indicated and incubated at 
37oC for 1h. Add 0.3ul IL-2 (100U/ml) to ensure T cell 
surivial. For 96 well plate there will be ~300ul of 
media/cells. CpG at 0.6ul (2uM final concentration 
InvivoGen ODN 2395). Re-suspend cells to 1x10^6/ml in 
X-vivo 20+20% FBS media and plate at 5x10^5 per well 
and add PBS in empty wells around cells and leave for 5-7 
days. During incubation media was not replenished and 
viability was assessed during flow cytometry using 
LIVE/DEAD fixable aqua.  

 
V.  Intracellular Staining of Cells  

 
BD biosciences Fix and Perm Fixation and 

Permeabilization kit GAS003. LIVE/DEAD Fixable Dead 
Fixable Stain Dye BD biosciences L34957. Take ~1x10^6 
cells out per FACs tube and spin down 12000 RPM for 5min. 
Add 1ml PBS(or in dye free (D10 or R10) media). Decant 
off  and keep at room temp 20 min. Spin 12000 rpm for 5 min, 
leave the residual ~300ul. Add antibody as recommended by 

in dark. Wash with 1ml PBS and spin 12000 rpm for 5 min. 
Add 210 ul of Cytofix/cytoperm for 20 min. Wash x2 1ml 
each with Perm buffer and spin 12000 rpm for 5min, leave 
residual fluid. Add intracellular antibody as recommended 

and incubate 30min at room temp in dark. Spin and resuspend 
in 1%PFA. Prepare Comp tubes. 

 
VI. Flow Cytometry  

 
For evaluation of surface receptors, LIVE/DEAD 

Fixable Aqua stain (#L34957, ThermoFisher) was used to 
determine living cells followed by antibodies directed against 
surface markers CD4 (#317417), CD8 (#344741), CD19 
(#302205), and CD21 (#354911, BioLegend).  Cells were 
incubated with antibodies at room temperature for 20 min and 
then washed with PBS. For intracellular staining cells were 
permeabilized with True-
Buffer Set (BioLegend) per protocol followed by incubation 
with antibodies against T-bet and Fox-P3 for 1h at 37oC and 
fixed. Figure 1 shows a detailed list of all antibodies. Samples 
were acquired using a Fortessa flow cytometer (BD 
Bioscience) and analyzed using FlowJo software. 

 
Figure 1. Antibody list for flow cytometry. These are all the antibodies used 
for flow cytometry including the EM filter, marker, color, heat/target, 
isotope, catalog, amount used, and voltage. 
 

VII. Statistics 
 

Data analysis was performed in Excel (Microsoft) to 
define the mean and standard deviation. A t-test was used to 
find significance between groups. Alpha was set at 0.05.  

 
RESULTS 

 
I. Cell Cultures 

 
Before evaluating the types of cells that proliferated 

in each sample, pictures of each cell culture were taken 
(Figure 2). The pictures depicted high cell proliferation, 
however, the pictures did not reveal what type of T cells were 
present. 
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Figure 2. Pictures of cell cultures. This picture shows the cell cultures of 
half the dog allergic and non-allergic samples. These pictures were taken 
seven days after incubation. The dark spots indicate cell proliferation.  

II. T Helper Cell Characterization 
 

T helper cells were stained and run through flow 
cytometry in order to identify the type of T cells that 
proliferated. The family of T helper cells was derived based 
upon the transcription factors present; cells that are GATA-
3+ are Th2 cells, and cells that are T-Bet + are Th1 cells. The 
percent of Th1 and Th2 cells were compared between the dog 
allergic treatments and non-allergic treatments. Using flow 
cytometry percent of cells that were GATA-3+ or T-Bet + 
were determined (Figure 3). 

 
Figure 3. Flow cytometry results of an dog allergic sample. A. The graph 
shows the T-cells for the control group. B. The T-cell results for the group 
that only received IL-2 and the allergen. C. The T-cells that resulted from 
IL-2 CpG treatment. D. The T-cells that resulted from the CpG control group. 
Note that this data represents only one sample and demonstrates where the 
following data originates from. 

III. Observing the T Helper Cell Responses to 
Major Dog Allergens Can f 1-7 
 

After flow cytometry, the percentage of cells that were 
GATA-3+ (indicating the presence of Th2 cells) was 
averaged. Standard deviation was then calculated for each 
average. Results showed a decrease in Th2 cells with the 
allergic group that received the IL-2 CpG treatment compared 
to the non-allergic IL-2 CpG group at a significant value (p = 
0.04954). In the dog negative control group, 26.99% of the 

cells were GATA-3+, in the IL-2 CpG dog negative group 
29.72% of the cells were GATA-3+, compared to 25.91% of 
dog positive control cells. These values were compared to the 
dog positive IL-2 CpG group that had 5.90% of their cells 
GATA-3 positive (Figure 4).  

 
Figure 4. The percent of cells that are GATA-3+ and T-Bet-. This graph 
shows the averages of GATA-3+ or Th2 cells for each treatment group and 
also includes standard deviation error bars. The averages were taken from 
the six samples in each treatment group.  

 
The percent of T helper cells that are T-Bet+ 

represent the Th1 cell population. Averages were taken from 
each allergic and non-allergic treatment group. Standard 
deviation was derived from these averages. The overall level 
of T-Bet + cells were higher in the allergic and non-allergic 
control, but there was not a significant increase (p = 0.211, p 
= 0.391) among any of these values (Figure 5). 

 

 
 
Figure 5. The Percent of Cells that are GATA-3 - and T-Bet+. These cells 
were identified by flow cytometry based on if the T-Bet transcription factor 
was present. Each sample average and standard deviation are depicted in the 
graph above. Significance was calculated, however, no significance was 
observed. 
 

DISCUSSION 
 

 This study aimed to determine whether or not adding 
CpG oligodeoxynucleotides to AIT would alter the T helper 
cell response from a Th2 response to a Th1 response of a dog 
allergic individual. Results revealed there was a decrease of 
Th2 cells produced by the group that was dog allergic and 
received the active CpG treatment and this finding was 
statistically significant (p = 0.04954). This is important since 
Th2 cells are associated with an allergic response. However, 
to fully evaluate the effectiveness of the use of CpG ODNs, 
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the Th1 cell population was also observed. Using 
transcription factor T-Bet and flow cytometry, the percent of 
proliferated cells that were Th1 type was found. The 
important group to observe was the dog allergic experimental 
treatment group, which was compared against all the control 
groups. Ultimately, we did not detect a noticeable increase in 
Th1 cells. This is an interesting finding. Due to the properties 
of the CpG ODN, as the population of Th2 cells decreased, 
the Th1 cell population should have increased. This was not 
the case. Future research should repeat this study with the 
goal of advancing the field of immunology. 

This study has the following limitations. Ideally, our 
goal was to have fresh lymphocytes, however, the cells were 
obtained from the biobank were frozen. Once samples were 
thawed and cells were counted, there was a limited number 
of living cells due to poor cryopreservation. This low cell 
count potentially affected the results. Additionally, this study 
used a commercial mixture of dog allergenic proteins, which 
included Can f 1-7. Ideally, future studies should look to 
make their own protein so that they are using one specific 
allergen and the exact amount of the allergen they are using 
is known. Going forward, this study should be replicated with 
samples that have higher cell counts by using a fresh sample 
compared to a frozen one and using fresh lab made 
recombinant allergens.  

In the future, immunotherapy research must 
continue. If our method can be used successfully with dog 
allergens, it is likely that it can become more widespread and 
be utilized with even more allergies or other diseases, such as 
cancer (Hanagata, 2017), and even in making normal 
childhood vaccinations more effective with the addition of 
CpG adjuvants. Therefore, it is important to repeat this study 
for more reliable results and to use this study's methods as a 

helper cells.                
Much research has shown the benefits of living and 

working with dogs, from the joys of companionship to the 
life-saving attributes of service dogs.  However, millions of 
Americans are faced with the obstacle of debilitating dog 
allergies, potentially preventing them from interacting with 
various breeds of dogs. Currently, allergy treatments are 
limited, and allergen immunotherapy has yet to show clear 
effectiveness and efficacy against dog allergens. The use of a 
bacteria adjuvant with immunotherapy has shown promising 
results in altering the immune response against other 
allergens. Therefore, this study was the first of its kind to 
evaluate the use of CpG ODNs against dog allergies. Results 
of this study, although not statistically significant, showed a 
decrease in Th2 cells, with no increase in Th1 cells. Be that 
as it may, this study suggests a trend that promotes the use of 
CpG ODNs as a method to alter the immune response to dog 
allergens. In the future, there are several factors that should 
be addressed. Research should aim to use a single 
recombinant allergen and further investigate dosing of CpG. 
In addition, the amount of allergen used in each treatment 
should also be evaluated, with the ultimate overall goal to 
complete the study in vivo. Finally, researchers should turn to 

other emerging methods such as the use of nano-allergens. 
Nano-allergens are modified nanoparticles that are able to 
detect the number of epitopes on an allergen to recognize the 
severity of that allergen. This could be an important method 
to explore, as it has the potential to bring the field of treating 
allergies to a new level of personalized medicine.  

In the end, results from this paper, along with past 
findings concerning the use of CpG ODNs as an adjuvant for 
immunotherapy (Lehto et al., 2018; Srivastava et al., 2015; 
Marshall et al., 2001) lay the groundwork for future research 
to uncover a more efficient method for treating allergies. As 
allergies are on the rise, it is important that a reliable 
treatment is developed, as the threat of dog allergies is ever 
present. Even when a dog leaves a public area, evidence of 
their allergens remain for several hours and even days. In 
addition, AIT can cost over a thousand dollars a year. Our 
study suggests further exploration into effective adjuvant 
therapy, with the hope of developing methods that could 
spread across more than one allergy. Ultimately, the goal of 
all allergy researchers is to provide a successful treatment for 
the millions of people who are limited in the interactions they 

riend. 
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Abstract  In Japan, the reluctancy to talk about sexual 
assault has lead to a culture where harmful attitudes to-
ward the crime create a toxic environment for survivors 
of sexual violence. These attitudes are only reinforced by 
the lack of a standardized curriculum for sexual violence 
education. Without education, misconceptions of the 
crime are able to persist. This paper discusses the reasons 
behind this silence in Japan, and how to use the under-
standing of the silence to effectively educate students 
about sexual violence in  context. Through exam-
ining a variety of academic and non-academic resources, 
I discovered that the main barrier to better outcomes for 
survivors is the reluctance to discuss what is considered a 
private discussion in public. With this understanding I 
created a sexual violence educational tool that addresses 
the pressing issues in  culture surrounding sexual 
violence. Normalizing the discussion around sexual as-
sault is a vital step in creating a better environment for 
survivors in Japan.  

Key Words  sexual violence, Japan, education 

INTRODUCTION 

The United Nations have cited 17 Sustainable Develop-
ment Goals to achieve by 2030. Of them, Goal 5 aims to 

 gender equality and empower all women and  
Aside from being a  human  empowering 
women and girls will enhance the lives of over half the global 
population, thus creating a more progressive, sustainable 
world  Equality: Why it  Currently across 
the world, girls and women continue to face many forms of 
gender inequality, one of them being gender-based violence. 
One form of gender-based violence  is sexual violence, which 
is a term that  to crimes like sexual assault, rape, and 
sexual   of Sexual  2020). Sexual 
violence is any sort of non-consensual sexual contact, and can 
happen to all genders of all ages   2020). The 
attitudes surrounding sexual violence are a facet of gender in-
equality because they encompasses a  perception of 
gender roles. Therefore, examining the above can give insight 
into the culture that surrounds sexual assault and the way sur-
vivors are treated within their community.  

Within Japan, historical practices of depicting women as 
objects and as inferior beings has led to a society where it is 
taboo to speak out about sexual assault. As Jake Adelstein, a 
crime journalist (1993-2005) for the Yomiuri Newspaper, 
says,  is a very sexual  At convenient stores, 
it is common to see sexual magazines on display in view of 
anyone who enters the store, including children. According 
to Motoko Rich, the Tokyo bureau chief of the New York 
Times,  is a sense in the culture that it is OK for a man 
to view women as  (Woods, 2018, 18:47). However, 

 talk about date rape, or sexual  you  see 
open discussions about  says Adelstein (Woods, 2018, 
4:55). This creates a destructive cycle, one where distorted 
images of gender enforce distorted perceptions of gender 
roles, but there are no open discussions in place to fix these 
skewed perceptions. The acceptance of these perceptions of 
genders, especially of women, feed the toxic culture sur-
rounding sexual assault, including misconceptions about con-
sent, the psychological consequences of sexual assault, and 
even the very definition of sexual assault. Although it is com-
mon for many women, especially high school girls, to be sex-
ually assaulted on the train, not many come forward (Woods, 
2018, 42:45).  One reason for the under reporting is because 
many are unaware that these actions count as sexual assault. 
However, Hiroko Goto, a law professor at Chiba University, 
says another reason is because survivors of sexual assault are 
often told to  about  or act as if nothing happened. 

 are always told  their own  (Woods, 2018, 
6:10).  

In this paper I examine the attitudes toward sexual as-
sault and survivors in Japan. Using this cultural context, I de-
veloped a peer to peer educational tool that addresses unique 
issues in Japan pertaining to sexual assault.  
 

EXAMINING  ATTITUDE TOWARD SEX-
UAL ASSAULT THROUGH THE LAW 

 penal code pertaining to sexual offenses was cre-
ated in 1907. In this original penal code, the crime of rape 
was limited to cases where the victim was a female. Addi-
tionally, the crimes of rape and other indecent acts were only 
prosecutable upon a formal complaint by the victim (Kita-
gawa, 2018). The section of the code that required a  
complaint by the  illustrated the  disregard for 
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the aftermath of the crime - the confusion, the feelings of 
guilt, shame, and more - that makes it very difficult for survi-
vors of sexual assault to report the crime   
2020).  

This original code lasted for 110 years before the first 
major revision in 2017. The revision redefined the crime of 
rape to include all people as victims (Article 177, Japan Penal 
Code. Accessed through http://www.japaneselawtransla-
tion.go.jp/?re=02). Additionally, the revision enabled crimes 
to be prosecuted without a victim complaint (Article 180, Ja-
pan Penal Code. See link above). The 2017 revision therefore 
marked a marginally improved attitude toward sexual assault 
in Japan, one which only partially acknowledged the com-
plexity of the crime. However, the current Japanese law still 
defines the crime of rape narrowly. Unless force, violence, or 
intimidation can be proven, the crime is not considered rape. 
Lack of consent is simply not enough to convict the perpetra-
tor (Article 177, Japan Penal Code. See link above).   

By defining rape as a crime where the victim is unable 
to resist due to force, violence, or threat, it reinforces the 
dominant narrative that rape is a violent act that takes place 
among strangers, when in fact the reality is that the perpetra-
tors of these acts are often someone that the victim knows.  

Furthermore, the law excludes psychological factors that 
can contribute to an inability to resist. Studies show that 
many victims simply freeze when they are  regard-

less of whether there is force or violence involved (Woods, 
2018, 11:37). The law not only [echoes] socially dominant 
values and  but also establishes dominant 
narratives,  and excludes incidents that do not conform to 
those narratives (Burns, 2005, p.5). The law makes it the vic-
tim's responsibility to say no, when in fact consent should 
never be assumed unless there is a yes. This fails to meet in-
ternational standards for sexual violence protection by the 
law (Amnesty International, 2011). The failure of  law 
to revise this critical clause is evidence that there is little dis-
cussion, as well as incentive, to reflect the complexity of sex-
ual violence, as well as little progress towards providing jus-
tice for a majority of survivors. 

Although many factors contribute to harmful attitudes 
toward sexual assault and gender, what it boils down to is the 
lack of education and discussion around the matter. Sexual 
assault education programs can increase rape knowledge, as 
well as change attitudes toward the crime (Anderson & Whis-
ton, 2003). Specifically, long term educational programs can 
be particularly effective in altering rape attitudes and rape-
related  (Anderson & Whiston, 2003). Instead of 
burying the topic in to shame, we must speak out about it in 
order to clarify rape myths, clouded views of consent, and the 
tendency to blame the victim.  

EDUCATION IN JAPAN 

Unfortunately in Japan, the skewed perceptions of gen-
der roles and sexual assault are only enforced further by a 
lack of organized education. Like many other countries, the 
Japanese government issues a standardized curriculum out-
line for various subjects for all grades through high school. 

However, there is no standardized guideline for sex-ed in Ja-
pan, resulting in the inconsistent content of these classes. 
Without strict guidelines, teachers are free to skip over con-
tent they deem unimportant, or even worse, are unaware of 

 Learning Guidelines and Sex Education: Focusing on 
Junior  2020). This poses a problem, as there is a risk 
for individual views of sexual assault and gender to be passed 
down without check. As for the few books that have been 
published for school guideline use, the Japanese Association 
for Sex Education (JASE) states that they are outdated, some 
even published back in 1990. Even the more recent published 
guidelines are deemed as , or insufficient, by JASE 
and in need of revision. 

It is vital for sex-ed and sexual assault education to be 
taught together because young students must be aware of sex-
ual violence. In a world where 1 in 6 women and 1 in 33 men 
are victims of rape or attempted rape  of Sexual Vi-

 2020), it is essential that students are taught how to 
react to or respond to an uncomfortable or dangerous situa-
tion. Furthermore, the lack of discussion around sexual as-
sault is what allows destructive narratives to persist, which 
forces survivors into further shame and fear.  

 Although it is a  primary job to teach this, many 
independent companies have compiled their own educational 
resources in an attempt to provide better education on the 
matter. However, as most of these resources do not fully ad-
dress the pressing issues in  culture surrounding sex-
ual assault, they do not directly combat misconceptions of 
gender and sexual assault in Japan. Therefore I aimed to cre-
ate a sexual violence educational tool that addresses the topic 
in the context of Japan. 

EDUCATION IN CONTEXT: EXPLORING ATTI-
TUDES TOWARD SEXUAL VIOLENCE IN JAPAN 

Prior to creating this educational tool, I examined a vari-
ety of academic and non-academic resources, including jour-
nal articles, documentaries, news articles, legal documents 
and existing educational platforms. Through my literature re-
view, I discovered the main barrier to better outcomes for sur-
vivors is the reluctance to discuss what is considered a private 
discussion in public. Two main reasons I have uncovered for 
this silence are the traditional gender roles and the lack of a 
standardized sexual assault and sex-ed curriculum for stu-
dents in Japan.  

In Japan, historically and presently, public expressions 
of dissent with the norm are uncommon, if not taboo. Women 
are especially aware of this outgroup. Specifically, when 
women voice their opinion, it can be seen as  in 
Japan (Woods, 2018, 19:35). Because sexual violence educa-
tion involves teaching being assertive about personal bound-
aries, these gender roles make it difficult for women to hold 
an open discussion about sexual violence without being crit-
icized for breaking the traditional expectation of womanly 
behavior.  

A quote from politician Sugita Mio in  Secret 
 illustrates this expectation for women quite well: 
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  working as a woman in society,  be ap-
proached by people you  like. Being able to properly 
turn down those advances is one of your  (Woods,  
2018, 34:07). 

 
Her words demonstrate the deep and complex reasons 

behind the silence in Japan. She, like many others, focuses on 
why the woman was not able to avoid an inappropriate 

 rather than focusing on the wrong of those 
 The origin of these beliefs is at least in part from the 

media, where women are viewed and pressured  to be com-
pliant (Woods, 2018, 18:50). 

It should be noted that while these views reflect the 
struggles of a specific scenario, wherein the victim is a 
woman and the perpetrator is a man, they do not capture the 
distinct and equally substantial struggles of men, LGBTQ+ 
persons, persons with disabilities, elderly persons, and other 
frequently ignored survivors.  

Ultimately, these factors that create a culture of silence 
around sexual violence reinforce harmful attitudes about the 
crime, specifically, victim blaming and clouded views of con-
sent. With this in mind, I aimed to create an educational tool 
that addresses these two main issues within the context of 
Japanese culture. 

DEVELOPING AN EDUCATIONAL TOOL 

I created an educational tool that can be used as a guide-
line for teaching about sexual assault in Japan. My educa-
tional tool is in a PDF format, and the PDFs are posted on a 
website to ensure easy access to them. Because attitudes to-
ward sexual assault differ in various communities and cul-
tures, I chose a format that would allow for a standardized, 
yet flexible and personalized education.  

 
FORMAT 
 
I first identified the lack of a standardized curriculum for 

teaching sexual assault in Japan to high school students, and 
created my tool to bridge that gap  Learning Guidelines 
and Sex Education: Focusing on Junior  2020). Stu-
dents who want to learn or teach the topic of sexual assault 
can access the PDFs which include evidence based infor-
mation. I wanted my tool to be a reliable, standardized, and 
convenient tool that people in Japan, mainly high school stu-
dents, can easily use to educate themselves and others in their 
community.  

Additionally, my tool will allow flexibility in the learn-
ing process. The first way my tool allows flexibility is the 
setting and group size of learning. Because sexual violence is 
a sensitive, serious, and personal topic to discuss, those who 
wish to learn about it on their own may do so by accessing 
the PDF on their own, thus allowing for personalization and 
confidentiality. For those who wish to learn in a group setting, 
they can decide on the composition of the group. Being able 
to choose who to discuss this topic with puts the power in the 
hands of the learners, thus eliminating possible feelings of 

powerlessness that otherwise might be felt in a larger tradi-
tional classroom setting. Feeling in control of the ongoing 
discussion is especially important when the receiving audi-
ence includes survivors of sexual violence. In these situa-
tions, it is essential that the way the information is being 
taught ensures feelings of trust and safety (Konradi, 1993). 
The second way my tool allows flexibility is in the teaching 
style. In addition to aiding the traditional adult teacher to stu-
dent format, my tool will allow for peer to peer education. 
Research has shown that youth are more likely to change their 
attitudes about topics such as sexual violence if the relayer of 
the information is somebody who they feel faces similar pres-
sures and concerns (Sloane & Zimmer, 1993).   

Especially in Japan where many are reluctant to discuss 
sexual violence, we must be creative in our approach. There-
fore, the PDFs, which lay out what topics to cover in sexual 
assault education, will serve as a standardized yet flexible and 
personal educational tool that can be customized to individual 

 needs in Japan. Additionally, I plan to translate 
the PDFs to make both an English and Japanese version. 
Much of the progressive information and research on sexual 
assault is in English. Therefore by making my tool bilingual, 
my hope is to bridge the gap between these two communities. 

 
CONTENT 
 
The PDFs include basic information about sexual vio-

lence, common myths about the crime, the psychological af-
termath of the crime, as well as tips for safety planning.  

This general education about sexual violence will in-
crease knowledge about the crime, and therefore will increase 
empathy for survivors. The law illustrates the damage that an 
incomplete or inaccurate understanding of the crime can 
have. If there is education about the complexity of the crime, 
people will be more likely to change their attitudes toward the 
crime, and create a better, less hostile environment for survi-
vors in Japan (Anderson & Whiston, 2005).  

I also included an explanation and analysis of different 
aspects that contribute to the overall attitudes surrounding 
sexual violence in Japan. This includes examination of the 
penal code pertaining to sexual violence, as well as harmful 
attitudes about sexual violence that are especially pervasive 
in Japan, including victim blaming and clouded views of con-
sent. I included this because it is important for one to first 
understand the attitudes toward sexual violence in Japan in 
order to understand why there is such little conversation 
about the topic. From there, it is possible to educate people 
about the dangers of this silence, and how to speak up with 
cultural sensitivity. 

Additionally, throughout the PDFs I explain the  
and  behind the topics that are included. In Japan, 
where most are reluctant to speak about sexual assault, it is 
important to explain why these topics need to be discussed 
first in order to get the conversation going. The  should 
be explained in order to give the teachers tips on how to de-
liver the content with cultural sensitivity. Whoever is teach-
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ing the subject should keep in mind that if listeners are sud-
denly confronted with a topic they are uncomfortable with, 
they are likely to be less receptive to the information that is 
being presented to them (Konradi, 1993). Therefore, I in-
cluded the  sections in my tool to create a guideline for 
how to discuss these topics within the cultural context of Ja-
pan. An example is given below from one section of my 
PDFs.  

 
EXAMPLE 
 
As an example, from my research I knew that a topic like 

consent needed to be taught in a way that was approachable 
to Japanese students. It had to be presented in a way that peo-
ple in Japan would be receptive to learning about. Therefore, 
I included a section called  to talk about consent in Ja-

 where I give an alternative way to approach the topic by 
implicitly referencing consent through one of four themes: 
communication skills, decision making, personal space and 
interpersonal relationships. This method of teaching certain 
aspects of consent without explicitly mentioning the term is 
used in many schools in the U.S.(Willis, Jozkowski, & Read, 
2018). Talking about these four themes is a way to establish 
respect for  personal decisions, and is also a way to 
teach young people to be assertive about their personal 
boundaries. Although an implicit reference to consent is not 
nearly as effective as an explicit discussion of consent, it is a 
starting point (Willis, Jozkowski, & Read, 2018). After all, 
an implicit reference to consent is an improvement from the 
current lack of conversation about consent 
.

  
FIGURE 1: Example heading that provides context to the 

consent education portion of my tool.  (Enlarged examples 
from my tool can be viewed at this link: 
https://docs.google.com/presenta-
tion/d/1N8h6Z5tBr4g6f9Fk22CsB8Jk0WKLTa03b0iCzuXb
-vg/edit?usp=sharing) 

 

 

FUTURE PERSPECTIVES 

My plan is to first test this tool within my community at 
my school in a peer to peer education style. Ideally, I would 
work with small groups and have multiple sessions with these 
same groups. I will constantly be gathering feedback on the 
receptiveness of my peers, as well as how my  attitudes 
toward the crime change over time. I also plan on training 
fellow peers on how to teach this material. After gathering 
feedback from my school, my hope is to expand to include 
students in other Japanese schools.  

Although an uncomfortable topic, sexual violence edu-
cation must be implemented in schools to teach young people 
how to protect themselves, as well as how to support others 
who are survivors of sexual violence. Only by normalizing 
the discussion around sexual violence can we hope for a bet-
ter environment for survivors in Japan.  
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Abstract - Whenever meta-analytic research is 
conducted, sifting through the sheer amount of sources 
made available through individual databases and search 
engines can be time-consuming and often degrades the 
specificity to which sources are analyzed. This study 
sought to predict the feasibility of a research oriented 
searching algorithm across all subjects and a searching 
technique to counter flaws in dealing with large datasets 
by automating three key components of meta-analysis (a 
query-based search associated with the intended research 
topic, selecting given sources and determining their 
relevance to the original query, and extracting applicable 
information including excerpts and citations) A prototype 
algorithm was tested using 5 key historical queries, and 
results were broken down into the total number of 

total time it takes complete one cycle, and the quality of 
the extracted sources. On average, the program collected 
a total of 126 reputable sources per search with an 
average efficiency of 19.55 sources per second suggesting 
that an algorithm built across all subject areas can make 
strides in future research methods.  

Key Words  Databases, Web Mining, Searching Algorithms 

INTRODUCTION 

A searching algorithm is any computational algorithm 
finding a specified attribute within a collection of data or 
dataset array (data repositories, data archives, etc.)[1]. The 

because it considers relevance and association with a query 
rather than direct equivalence between two data components 
found on the web [2]. The most widely used search engine is 
Google [3], which conducts about 92% of all searches 
worldwide, and is by far the most accurate and powerful 
search engine [4][5]. Although Google, and its subdivision 
Google Scholar are holistically superior to other search 
systems, their broad scope frequently compromises the 
quality of results with a preference for high speed and lower 
runtimes [6], still requiring the user to assess each result 
making it impractical for focused needs. Additionally, most 
reliable information that is provided by research-oriented 
search engines, such as Google Scholar require payment and 

have biases [7], when sources of equivalent, credible, and 
impartial material in the public domain are available.  
This paper demonstrates a newly proposed algorithmic 
concept for countering these predicaments and for predicting 
whether its mechanism can be extended to all searching 
systems, specifically when conducting research or organizing 
large quantities of data. The algorithm can be broken down 
into two proposed novel categories: 
 
Multitudinous Database Search (MDS) focuses on using a 
number of topic-related databases and their built-in searching 
mechanisms to increase the amount of sources by which 
information is being extracted, ensuring that the scope of the 
search is optimal for the focus of the query.  
 
Source Analysis and Extraction Algorithm (SAEA) sifts 
through several results determining whether or not a specific 
source should be used and what specific components of those 
sources should be extracted (quotes, excerpts, citations, 
images, data, etc. ) 
 
The rest of the paper is structured as follows: The second 
section Prior Work discusses current algorithms referenced 
in this paper. Section three Methods elaborates on the 
proposed algorithm and its mechanics. All results and data 
collected from experimental testing will be compared to 
Google Scholar and are found in the Results section followed 
by Conclusions. 

 
PRIOR WORK 

 
This section discusses extant searching techniques/methods 
germane to the proposed algorithm. 
 
I. On-Site Searching Methods 
 

Most searching systems within a site or database 
primarily operate by using the frequency of keywords to 
determine the relevance of that source or webpage to the 
query. All the words in a given search query are of equal 
importance and relevance [8], making it imperative for the 
user to refrain from including any conjunctions and filler 
words to the query that would produce a coherent sentence
diverting the focus of the search; to streamline the number of 
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results thereby improving the accuracy of the results, 
searching with only keywords and topics is suggested. 
Repeated searching within every sub-page is avoided by pre-
indexing information on page content and their associated 
topics within a dataset, making the process for displaying 
relevant links efficient [9][10].  
 

The use of Proximity Searching (PS) is one particular 
approach to increase the accuracy of on-site search results. 
PS focuses on the nature of certain keywords, rather than their 
frequency [11]. Through using predetermined object 
relationships, results will contain goal information even when 
it is not directly related to the query [12]. Although Google 
search is not an on-site searching system, it uses a PS-based 
algorithm to retrieve tangentially related results when not 
explicitly specified in the query [13]. For example the word 

to Michael Jackson who is renowned for performing a song 
with the same name.  

 
II. Google PageRank 
 
First Pioneered by Google, PageRank (PR) was designed to 
be a method of ranking search results by popularity and link 
information [14]. The PR value of a webpage, node, or link 
is the page's calculated ranking when compared with other 
results given a search query [15][16]. The primary aim of this 
organizational technique is to allow the user to obtain results 
that are mostly referenced in other sites, since more source  
references implies greater relevance and significance for the 
search query [17]. The PR formula is shown below:  

 

 
 

The letter represents any given page prior to 
calculating its PR value while denotes the number of 
outbound links referenced. The letter represents a 
referenced web page used to calculate the target PR of page 
u. A key aspect of the PR algorithm is the damping factor 
(denoted as which is the constant reduction in probability 
for the user to click  on any further links after having already 
analyzed the information found in prior ones [18][19]. For 

n 
it will rank first on the PR result page; however, since the 
following links are lower in reference popularity the user may 
refrain from opening new links after only a few, making it 
critical to employ a damping factor.   
 

 
 

 
Fig. 1: Depicts variability in PR scores from factors including 
page importance, relevance, outbound links, and damping 

(38.4), likely making it the first link to appear after a Google 
search.  

The inherent nature for researchers and students to 
avoid lower ranked PR links is inevitable, thus the proposed 

automating data extraction from all relevant sources listed.  
 

METHODS 
  

Each database used in this study was a public 
domain historical primary source bank, each with different 
interfaces and mechanics, requiring slightly altered web-
crawling methods to optimize performance. MDS was 
applied using Proximity Searching techniques from the 
integrated search system of the databases to generate a result 
page of all links related to content grouped by relevance and 
popularity (PR). Then, SAEA was used to analyze and 
accumulate the relevant data from every source to be 
displayed on the final page, which consisted of the primary 
source document (speech, article, image, map, etc.) and 
citation, all organized by their respective relevance scores. 

The historical databases used in this study were 
DocsTeach National Archive , Yale Avalon Project (YA), 
EyeWitness to History (EW), The Ancient Encyclopedia 
(AE), and the John Carter Brown Library (JCB). To produce 
the best results and comply with the variability of searching 
mechanics, a separate class has to be built and implemented 
for each database. Each class consists of two key methods, 
one designed for MDS and one built for SAEA. The retrieved 
information was all compiled and displayed on a local web 
file.  
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Fig. 2: Depicts the whole algorithmic process from search to 
display including the most notable components. 
 
I. Multitudinal Database Searching (MDS) System 

 
MDS is influenced by on-site searching and its subdivision 
Proximity Search, as it replicates a single search in a database 
across several, maximizing the amount of information that 
could potentially be available to the user. Prior to the 
submission of the search query, the user focuses the scope of 
their research by selecting categorical topics that conform to 
their desired results. This reduces the number of databases the 
MDS system would have to reference, reducing the time for 
which the algorithm will operate. After the query is 
submitted, the web-crawler uses the built-in search 
mechanisms of the databases by parsing the query into a 
search format, which is then inputted into the search 

algorithm to index and retrieve their 
information [21], in that case, MDS is applied through that 
mechanism. 

The links to each of the articles and sources retrieved from 
each database are saved into a dataset. The links are separated 
from the remaining XML or text components by continuously 
approximating their location using index search function to 
target the particular regex/regular expression (used to 
describe a component of a string [22]) for however many 
links present in the file page of the results. This process 
occurs simultaneously for every database until every set of 
resulting URLs are stored into a data set.  
 
II. Source Analysis Extraction Algorithm (SAEA) 
 
For keyword relevance, each stored link is opened and 
evaluated to filter out any non-applicable components of 
articles. All relevant information, including the citation 
which is found by regex approximation, is then stored into a 
string to be displayed after all the information from the entire 
database has been collected. SAEA is developed to bypass 
the PR system for each database/Google result page, as it 

analyzes more than the first 1-3 resultant pages. Unlike 
Google/Scholar, instead of simply listing out links with a 
brief description, SAEA opens the links and compiles what 
the user intends to extract themselves, automating the entire 
search process altogether.  
 
The method by which SAEA extracts a component from a 
source is entirely dependent upon the database being used and 
the type of data being processed. Different methods and 
subroutines are developed to properly extract the 
information, depending on the type of source. If the user 
selects image files as their target type, then the retrieval 
method is standard; isolate the image tags found in the XML 
script. However, if a particular type of information other than 
an image is being targeted, then a specialized algorithm will 
be developed for identifying it. These include identifying 
textual patterns in headings, paragraphs, descriptions, etc., 
looking at the particular formatting of the text, such as a 
citation, or identifying where in the source/file the target 
information will be, if it is repetitive or has a significant 
pattern. These methods are independently developed for each 
circumstance. 

In order to predict the total number of sources 
compiled through SAEA at any instant in time, timestamp 
information from each database containing completion data 
is used to model and predict S (number of sources) as a 
function of t (time) using a variant Interpolation Polynomial 
Formula (IPF) which outputs a differentiable function that 
runs through the set of given data points [23]. Data points 
collected are represented as (time, # of sources); the total 

n
being used in IPF is the completion cycle for a single 
database. The letter denotes the output of the data-point, 
which in this case is the number of sources retrieved from this 
database. The formula is shown below [24]: 
 

 
 

IPF is used to model the results collected from every 
search query; however, by taking the derivative of the IPF 
polynomial, a new function is constructed to predict the 
efficiency or speed of the program at any given moment in 
time. The efficiency function defined as E(t), estimates the 
instantaneous speed represented as a data-point of 
(x~seconds, y~sources per second), revealing patterns of 
more and less effective algorithmic segments. Manual and 
automated compilation can be compared at specific moments 
time or as an average of the number of sources retrieved.  
 
The average number of retrieved sources is calculated by 
using the Average Value Theorem (AVT) which calculates a 

case, AVT is used to find the average number of sources 
retrieved using the S(t) function produced from IPF.  
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This method is used to measure an atypical mean, as it factors 
in the possible inclusion of more databases, allowing the 
resulting data to predict future implications of source 
retrieval. It is calculated by using two time components, the 
initial and final bounds of its compilation process which 
usually range from 3 to 10.   

 
RESULTS 

 
I. Numerical Results of MDS/SAEA 

 
The numerical data for the proposed algorithm is divided into 
3 categories provided a search query the number of sources 
retrieved from each database, the time to complete each 
cycle, and the modeled source and efficiency function. 
 
The results were collected by using a built-in method that 
records the timestamp information of every database, which 
includes the number of sources retrieved and the amount of 
time it took to do so. Table 1 displays the data collected from 
each group across the various databases when given a sample 
historical search term from different periods. The first 
number under each database represents the time it takes to 
complete a cycle and the number below denotes the number 

 
 

Search 
Query 

EW YA AE JCB Total 
(SAE

A) 

Christoph
er 

Columbu
s 

2.88 
sec 

33 S 

3.78 
sec 

 46 S 

4.75 
sec 
8 S 

5.21 
sec 

54 S 

5.21 
sec 

141 S 

Slave 
Trade 

5.84 
sec 

27 S 

4.36 
sec 

56 S 

5.35 
sec 

13 S 

3.37 
sec 

43 S 

5.84 
sec 

139 S 

WWI 7.34 
sec 

32 S 

5.74 
sec 

45 S 

n/a 
 

4.18 
sec 

36 S 

7.34 
sec 

113 S 

WWII 7.28 
sec 

31 S 

6.35 
sec 

37 S 

n/a 
 

4.72 
sec 

41 S 

7.28 
sec 

109 S 

 
Table 1: The collected time stamp information for varying 
search queries across the test databases (n/a means the search 
term is not from the target time range of the database) 
 

Search Query Source and Efficiency Function of Time 

Christopher 
Columbus  

 

Slave Trade 

 

 

WWI 
 

 

WW2 
 

 
 

 
Table 2: The IPF generated functions that model the 
functional progress of SAEA for varying search queries 
across the test databases with respect to time.  
 
The following graph is an example of an IPF generated 
function for the total number of sources and the efficiency / 
speed function at an instant of time. The dotted lines represent 

in which the given functions operate. Use of IPF enables us 
to model the performance of the algorithm's functional 
progress for better comparisons and future modifications.  
 

 
 
Fig. 3:   
 
II. Comparative Results of Google Scholar 

 
Results were compared to test results from searches on 
Google Scholar (GS). GS is designed so it can deliver 
thousands to millions of results in less than a second. 
Identical search queries from the previous tests were used on 
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GS. Although direct results cannot be properly used for 
comparison, further analysis and predictive modeling make it 
possible.  

Search Query Retrieval 
Time 
(sec) 

Total Number of 
Sources 

Christopher 
Columbus 

0.06 222,000 

Slave Trade 0.05 1,460,000 

WWI 0.03 4,610,000 

WW2 0.05 4,780,000 

Table 3: The directly retrieved data after each search on GS. 
Note: Retrieval time and the number of sources pulled are not 
indicators of overall effectiveness, primarily just speed. 

The direct retrieval and index speed of GS is significantly 
superior; however, the necessity for the user to open each link 
and the lack of automation in source analysis is what SAEA 
addresses and is what is being compared. GS is not a 
compilation-based search engine and does not self-analyze its 
results, which are both done by the user. Compilation times 
are simulated to check its efficacy properly with 
MDS/SAEA, compilation times will be simulated. The 
manual compilation time is how long it will take a researcher 
to extract the intended information from all the selected 
sources, in this case from each link to the historical primary 
source material. Only the first page of results (10 sources) 
should be used, as a PR system indicates the user is unlikely 
to go any further. Since the secondary purpose of the 
proposed algorithm is to be cost-effective (free of charge), the 
cost of all sources available on the first result page (10 
sources) will be totaled.  

Search 
Query 

Number 
of 

Sources 
Used 

Manual 
Compilation 

Time 
(secs) 

Total Cost of 
Sources Used 

(USD) 

Christophe
r Columbus 

10 414  $44.64 

Slave 
Trade 

10 378 $56.59 

WWI 10 438 $103.99 

WW2 10 412 $66.95 

Table 3: Calculated data after each search on GS for 
MDS/SAEA comparisons. 

Results of these methods were contrasted by taking the 
compilation times average and dividing by the total number 
of sources used/retrieved. This introduces a new efficiency 
function, which can be graphically modeled between the time 
bounds as the derivative/slope of the secant line. On average, 
it was found after testing that: manual extraction of target 
information using GS takes about 0.026 sources per second. 
Comparatively, automatic extraction using the proposed 
algorithm runs approximately 19.55 sources per second. The 
purpose of this algorithm is not to replace Google Scholar 
because, overall, GS has far more capabilities and 
substantially higher retrieval rates; however, MDS/SAEA 
would do best when searching for specific components in a 
paper (images, methods, results), primary source material, 
citations, excerpts, or any situation where the researcher is 
frequently searching for a particular component, over the 
entire source. GS may be viewed as a database itself and 
integrated into MDS as if the information extracted came 
from a single source. This will theoretically extend the reach 
from which source components can be obtained, and in effect 
increase the pace and degree to which research is conducted.  
 

III. Examples of Retrieved Material 
 

A few examples of primary source material extracted from 
documents, files, and websites through MDS/SAEA when 

 
 

-witness 
of the following transaction: a black trader invited a Negro, 
who resided a little way up the country, to come and see him. 
After the entertainment was over, the trader proposed to his 
guest, to treat him with a sight of one of the ships lying in the 
river. The unsuspicious countryman readily consented, and 
accompanied the trader in a canoe to the side of the ship, 
which he viewed with pleasure and astonishment. While he 
was thus employed, some black traders on board, who 
appeared to be in secret, leaped into the canoe, seized the 
unfortunate man, and dragging him into the ship, 

 
 

 
Fig. 7: Diagram of a slave ship showing the hold where the 

[Boston][1831] Creator: [Walsh, 
Robert][1772-1852] [27]  
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CONCLUSION 
 

In this paper, a new method to enhance analytical 
research using multiple databases was presented. Upon 
checking and observing the discrepancies between source 
quality and efficiency from varying combinations of 
databases and search queries, it is evident that this method 
will enhance current research techniques in all subject areas. 
This research was performed using historical documents 
only; however, the basic dynamics and functionalities of the 
algorithmic method would virtually remain identical 
regardless of the intended subject matter. First, MDS is used 
to find all associated sources and then SAEA is used to filter 
out any irrelevant findings and extract the appropriate 
components. The final results show the method can retrieve 
an average of 126 related source results within 4 to 8 seconds, 
all with an average efficiency of 19.55 at any given moment 
in time. 
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Abstract  Job creation, specifically through foreign 
direct investment, is extremely important for states in 
providing jobs for their citizens. This study determines 
ways to increase foreign direct investment, this study 
analyzes the impact foreign exchange students 
participating in educational exchange programs has on 
the number of jobs created by foreign companies. After 
running multivariate regression analysis methods with 
several independent control variables, it was found that 
there is a significant, quantifiable correlation between the 
number of exchange students participating in the J-1 Visa 
program and the amount of jobs created in each state.  

Key Words  foreign direct investment, exchange programs, 
jobs creation, educational exchange 

INTRODUCTION 

In the United States, policy-makers at both the federal and 
state level are constantly looking for ways to increase the 
number of jobs available to its citizens. States are often 
competing with one another to become the most attractive to 
potential companies looking to expand their operations. 
Typically, these companies are foreign, and are looking to 
open new manufacturing plants/sales offices in the United 
States to expand their market. To be more competitive, states 
need to use every institution available to persuade foreign 
companies to expand and create jobs for local citizens. Many 
states are already competing in a number of areas, for 
example by lowering tax burdens and becoming right to work 
states, yet considerably less attention has been given to the 
largest institutions in America, schools and universities, until 
recently [1]. The extent to which educational institutions can 
be harnessed to entice foreign companies to invest in 
America, has only received limited attention in research. As 
such there remains uncertainty around the impact schools and 
universities have on job creation by foreign companies, 
which makes it more difficult for policy-makers to conduct 
adequate cost-benefit analyses. This difficulty can explain 
why many states have been reluctant to tap into any job-
creating potential of schools and universities. This study 
attempts to contribute to the nascent literature by considering 
the extent to which increasing the scope of international 
exchange programs can contribute to the expansion of 
foreign-owned companies in a given state and/or region. To 
investigate this pertinent topic and bring it to the data, the 

paper addresses the following question: to what extent does 
the number of international exchange students participating 
in educational exchange programs impact the number of jobs 
created by foreign companies? 
 

LITERATURE REVIEW 
 
The federal nature of the system of governance in 

the United States grants decision makers at the state level 
wide discretion over policies which have a direct impact on 
the number of exchange students. These measures include 
partnering with educational institutions and companies and 
encouraging more program sponsors for the J-1 Visa 
program. It is natural therefore that policy makers seeking to 
find efficient and innovative ways to support the local 
economy and attract both foreign talent and investment 
would be vitally interested in understanding the precise 
relationship between the flow of exchange students and job 
creation by foreign firms.  

In the case of international students who are enrolled 
in full-time higher education, a number of studies such as 
[2][3] have drawn a link between international student 
mobility and socio-economic outcomes, with higher student 
mobility being found to be an important channel for high-
skilled immigration who generally are considered to have 
high social capital which in turn can act as an aid for 
stimulating exchange in ideas and technology across 
countries, thereby encouraging FDI [4]. However it is unclear 
the extent to which these arguments are directly applicable to 
exchange students due to the temporary nature of their stay. 

Furthermore, a recent study by [5] analyzed the 
effects of international students on inbound FDI into the UK 
and US and found a significant and positive impact, with 
educational networks being emphasized as a key factor in 
explaining the causal mechanism for more foreign students 
stimulating inbound FDI. It has been hypothesized that such 
networks among international students act as important 
means through which information regarding economic 
opportunities in the host country is relayed back home. In a 
similar vein, [6] analyze the link between German migration 
and FDI, with their results offering broad support for the 
importance of cultural linkages in stimulating investment 
from abroad.  
 Applying these findings to the American setting and 
the present analysis, the large proportion of foreign high-
school and university exchange students arriving on the J-1 
visa each year is likely to form an important educational 
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network which acts as a catalyst for inward FDI. Moreover, 
[6] argue that such linkages provide incentives for migrants 
and firms to locate in specific areas, emphasizing that not 
only are effects of interest at the national level but also that 
individual states will want to reflect on how best to capitalize 
on any FDI-stimulating effects of state-initiated educational 
exchange programs to gain a competitive advantage. 

 
DATA 

 
The two main independent variables of interest in this study 
are the number of international exchange students 
participating in educational exchange programs in the United 
States at college and high school level. For both measures, 
we use the number of international college students on 
educational exchanges in each individual state arriving under 
the J-1 Visa in 2018. This data comes from the United States 
State Department online database. The dependent variable in 
our analysis is the number of jobs created by foreign 
companies in each respective state. These values were 
provided by SelectUSA, the U.S. government program that 
measures and promotes foreign direct investment in the 
United States. Figure 1 shows a scatterplot of the dependent 
variable against the total number of international exchange 
students in 2018. The R2 value is 0.85, indicating a strong 
positive correlation.  

 
FIGURE 1: Jobs versus exchange students by state. 

ANALYSIS 
While Figure 1 depicts an extremely high correlation between 
the number of international exchange students and jobs 
created by foreign companies, the model does not control for 
other confounding factors. This means that Figure 1 can not 
confidently depict a significant relationship between the 
number of exchange students and job creation. In an attempt 
to address this problem, multivariate regression models were 
developed using key independent control variables confirmed 
by the Tennessee Department of Economic and Community 
Development to directly impact foreign direct investment. 
These variables are shown in Table 1 below. 

TABLE 1: Control variables for regression analysis. 
 

 
 
 
Through multivariate regression analysis methods, we are 
able to predict how the number of jobs created by foreign 
companies is impacted by the number of exchange students 
by taking into account the contribution of the various control 
variables depicted in Table 1. Figure 2 shows the regression 
equation used to create the multivariate regression model.  In 
this equation, 

1 2 represent the coefficients of interest of the college 
exchange student and high school exchange student 
variables. The Xi represents the vector containing the 
independent control variables, and the  represents each 

ts. Finally, i 
represents the residual, or what our model cannot explain. 
 

 
 
FIGURE 2: Equation for the multivariate regression model. 
 
Through this equation, and by using data from the variables 
depicted in table 1, we were able to create our multivariate 
regression model, as shown in Table 2. 
 
TABLE 2: Multivariate regression model. 
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As depicted in these tables, the p-value was below 5% for 
both college international exchange students and high school 
international exchange students, indicating that there is a 
significant correlation between the number of international 
exchange students participating in educational exchange 
programs and job creation by foreign companies. The 
respective coefficients can be interpreted as the number of 
jobs created by foreign companies for each one unit increase 
in a given independent variable. Therefore, the multivariate 
models suggest that every additional college exchange 
student is associated with the creation of 42 new jobs and 
every additional  high-school exchange student is associated 
with the creation of 47 new jobs. These coefficients were then 
used to predict the number of jobs created by foreign 
companies, and were plotted against the actual number of 
jobs created by foreign companies in Figure 3. 

FIGURE 3: Predicted versus actual foreign jobs by state. 

 

Figure 3 shows that the model we have constructed has very 
high predictive power, explaining approximately 94% of the 
variation in foreign job creation across states. This is 
important because it reinforces the notion that educational 
programs have a palpable effect on job creation through 
tangible coefficients that depict the exact numerical impact 
international exchange students actually have on job creation 
by foreign companies 

DISCUSSION AND LIMITATIONS 

However, there are a few limitations to the multivariate 
regression analysis used in this study. First of all, the 
coefficient values for both college exchange students and 
high school exchange students are fairly large. The 
coefficient is admittedly likely to be biased upwards due to 
omitted variables. However we argue that the values may not 
be as implausible as they first seem because the effect one 
exchange student has on the number of jobs created by 
foreign companies is amplified through educational network 
effects, as outlined in the literature review section. 

Furthermore, despite our attempts to control for possible 
endogeneity through the use of a rich set of control variables, 
the multivariate regression analysis cannot confidently 
determine the direction of causality. Ideally,  if we had data 
from more time periods, we could run a fixed effects model. 
This would have been preferable  and would have been more 
informative about the causal relationship as we could have 
controlled for fixed effects; however, we were unable to 
model in this fashion due to the fact that the data for the 
College/University and Secondary Student J-1 Visa 
subcategories was only made available very recently because 
of the recent creation of these respective subcategories. We 
therefore leave this task to future research. Also, based on the 
regression analysis, it is not entirely clear what mechanism is 
driving the relationship between exchange students and job 
creation. This can be addressed in future studies through more 
detailed surveys of both college and high school international 
exchange students to understand the nature of the network 
effect and to gauge exactly how big of an impact this trend 
could have on job creation by foreign companies. Despite 
these setbacks, the multivariate analysis methods used in this 
study still depict a strong, significant correlation between the 
number of international exchange students and jobs created 
by foreign companies. 
 

CONCLUSION 
 
 In conclusion, it was found that the correlation 
between the number of college and high school international 
exchange students and the number of jobs created by foreign 
companies is extremely high and determined to be 
significant. It was also found that the coefficient values 
attributed to both high school and college exchange students 
are proven to be reliable in predicting job creation by foreign 
companies. While this study determines a strong correlation 
but not necessarily a causal relationship between foreign job 
creation and exchange students, the study can serve as a great 
segway for deeper research and analysis to determine 
causality between foreign direct investment and exchange 
programs. In conclusion, states across the U.S. should 
actively partner with educational institutions and companies 
to increase the number of exchange programs in order to 
make the United States even more attractive for foreign 
companies. 
 

ACKNOWLEDGEMENTS 
 

Tennessee Department of Economic and Community 
Development, University of Tennessee, University of 
Memphis, Japanese Consulate Office. 
 
  

The International Young Researchers' Conference 56



REFERENCES 

 

Intelligence www.fdiintelligence.com/article/61121 
[2] Kahanec, Martin, and Renáta Králiková (2011). Pulls of  

International Student Mobility. IZA Institute of 
Labor Economics, IZA DP No. 6233 

[3] Ritzen, J. M. M. and G. Marconi. (2011).  

Science, 3(2): 83  100.   
 

European Union: Optimising its Economic and 
Soci
Bonn: Institute for the Study of Labor.  

[5] Marina, Murat (2017). "International Students and  
Investments Abroad," Global Economy Journal, De 
Gruyter, vol. 17(1), pages 1-33 

ere Enterprises Lead,  
People Follow? Links between Migration and FDI 

European Economic Review, vol. 50, 
no. 8 

The International Young Researchers' Conference 57



Using Technology Enabled Career-Technical 
Education to Enhance American Education 

 
Isabella He 

Mission San Jose High School; Fremont, United States 
Email: ihe210699@gmail.com 

Abstract  Recent data has determined that American 
teenagers have been performing at stagnant levels for 
decades. Comparative analyses of education systems 
around the world determine that the absence of 
educational improvements are due to a lack of demand to 
learn. This study determines that career-focused 
education and personalized learning are two major 
factors that contribute to the academic successes of top 
education systems. Career-technical education (CTE) has 
shown to improve student engagement in secondary and 
post-secondary education. Furthermore, research 
supports that career-technical education is most effective 
in middle school, an optimal time for career exploration 
with less of an emphasis on core academic courses than 
high school. Barriers to CTE implementation in middle 
school include a lack of career counseling and funding. 
This paper explores an approach that allows CTE to 
reach more students in the American education system by 
using technology-enhanced learning to alleviate such 
barriers. Personalized e-learning allows for student 
choice, maximizing learning effectiveness and improving 
motivation to learn. This study concludes the merits of 
such an approach to enhance the American education 
system.  

Key Words  Career-technical education, technology-
enhanced learning, secondary education, personalized 
learning, academic engagement 

INTRODUCTION 

I. Background 

Around 100 years ago, American education took an 
almost unprecedented leap forward by making high school 

economic boom for the last 100 years [1]. However, as the 
evel  early childhood, 

K-12, higher ed  are we [American education] even in the 
top 10 internationally... It is scary and it does not bode well 

education have not been taken in recent decades, as the 
Program for International Student Assessment announced in 
2019 that American teenagers have been performing at 
stagnant levels since 2000 [2, 3]. With education being 
essential to acquiring knowledge, maintaining society, 

stimulating the economy, and developing human virtue [4], 
such evidence of lack of improvements in the American 
education system in decades prompts a need for change.  

 
II. Comparative Analysis 

 
One of the best ways to improve a system is to learn 

from mistakes and successes of education systems from all 
over the world. However, as the United States is a 
heterogeneous society of many students with diverse 
backgrounds, comparisons to other countries with 
homogenous societies will have limitations. Limitations that 
could impact the comparability between countries include 
language barriers and cultural differences among the United 

acknowledges these limitations while focusing on data-
backed objective comparisons to propose approaches for 
improvements to the American education system.  

Comparative analyses between American and other 
international education systems demonstrate a lack of 
efficiency in areas of American education. Stephen P. 
Heyneman summarizes data of over 60 countries from the 

schools devote around 3 and 5 more hours/week to core 
academic subjects than Northern European countries, yet 
students from those countries have higher PISA achievement 
scores than American students [5]. Heyneman concludes that 
such inefficiency in American education compared to other 

-shaped 
attitude or disposition that places the value of education 

Adopting the best practices across the globe to increase 
student motivation and demand to learn is essential. 
Conducting a deeper comparative analysis between education 
systems further unveils the causes for this lack of demand to 
learn and outputs several markers for improvement of the 
American education system. This paper chooses to analyze 
education systems in Singapore and Northern Europe for their 
similar standards of living to the United States and their high 
international rankings. 

Ranking as best in the world according to OECD in 
2015 and as first for primary and secondary levels in PISA 

tudents are 
achieving undeniably high academic results [6]. Analyzing 
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curriculum focused on practical knowledge, real-world skills, 
and personalized learning pathways are large contributors to 
Singapor  

Singapore dedicates a top reason for their education 
-solving 

and real-
equips students for practical knowledge in specific real-world 
subjects and careers, which surveys and studies have shown 
American education lacking in. In a survey conducted by The 
New York Times, students reported that the American 
secondary education system should better prepare students 
for real life. Bella Perrotta from Kent Roosevelt High School 

Florida summarizes 
the issues to address in American education in her statement: 

by allowing students to choose the classes that they wish to 

from a poll of ninth and tenth graders in California found 
more than 90% of respondents stated that they would be more 
motivated to learn and more engaged in their education if 
skills and knowledge relevant to future careers were a focus 
in their classes [9]. 

 system provides students 
with options for different learning pathways, depending on 
their preferences and learning profiles. After course 
exploration in primary and secondary school, students choose 
between two vocational pathways from Polytechnics and 
Junior Colleges that can both lead to University [10]. These 
personalized pathways originated from the belief that every 
student learns differently with different career interests and at 

personalized learning pathways in American education can 

learning has produced high academic performance and 
demand to learn. 

Beyond Singapore, Northern European education 
systems also demonstrate success from personalized 
pathways. Compared to American teenagers, Northern 
European teenagers are 10+ percent more likely to graduate 
from secondary school. John H. Bishop from Cornell 
University lists the number one key for Northern European 

 decide which program of study 

personalization and student choice in education, finding that 
student choice through personalization can provide a solution 

American 
education: a lack of demand to learn. Personalization allows 
students to be active participants in their education and learn 

motivated to pursue, leading to high student engagement [12]. 
Additional research demonstrates that student choice and 
personalized learning will lead to improved academic 
performance on tests such as the PISA achievement test, 

learning and whose instruction met their learning needs 
 

Nations such as Singapore and those in Northern 
Europe address student motivation to learn through 
curriculums focused on career-relevant, practical knowledge 
and personalized vocational learning pathways. 
 
III. Purpose Statement 
 

Based on the comparative analysis on Singapore and 

approaches to increase student engagement and demand to 
learn in American education through career-relevant, 
practical learning, technology-enhanced learning, and 
personalization of learning pathways. 
 

VALUE OF CAREER-TECHNICAL EDUCATION 
 
 Engagement with school declined approximately 20% 
between elementary school and middle school from nearly 80% 
to 60%, with a further decline to only 44% engagement in 
high school [14]. In comparison, students in secondary 
education with greater exposure to career planning and career 
exploration were found more likely to be engaged in their 
education [15]. Career-technical education (CTE) is the 
pathway to career-relevant planning and exploration to 
increase demand to learn in American education and fulfill 

-world 
careers. CTE is the practice of teaching specific career skills 
to students, including business, finance, information 
technology, law, arts, training, and more [16].  

As evidence of the benefits of practical-centric 
learning and career-technical education, data from 2019 
shows that 95% of CTE students graduate high school. This 
is compared to the national average graduation rate of only 
85% [17]. Increasing high school graduation rates enables 
more students to follow a path to success while strengthening 
the American economy [18]. With better graduation rates also 

as many students in proportion as the 45% of students 
satisfied with traditional education [19]. The impact of CTE 
courses also extends beyond secondary education to the 
workforce and the long-term benefits of successful education. 
As labor force data of public high school graduates from 2013 
in Figure 1 depicts, a 12% lower unemployment rate is 
demonstrated from those with 3.00 or more CTE credits 
compared to those with 0.00-0.99 CTE credits.  
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FIGURE 1: Labor force data from public high school 
graduates from 2013 by percentage unemployment rate vs. 
the number of CTE credits earned. Raw Data Source: U.S. 
Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, High School 
Longitudinal Study of 2009 (HSLS:2009), Base-year, 2013 
Update, Second Follow-up, and High School Transcript File. 

 
Maximizing  impact addresses the concerns 

raised by research studies and surveys depicting low student 
motivation and a lack of real-world preparation in American 
education [8, 9].  

 
DATA: CASE STUDY WITH CTE 

of Education and the 100,000+ students that participate in 

benefits of CTE with a real-world case study [20]. The data 
in Table 1 showcases that students enrolled in CTE programs 
demonstrate performance that exceeds state targets in 
technical skills, school completion, graduation rate, and 
placement rate. This data further validates the potential of 
CTE programs to improve secondary education.  

TABLE 1: Performance indicators from students in 

2020, reports.cteis.com/.  

Performance 
Indicator Performance 

Relation to State 
Target 

Technical Skills 63.53% Exceeds Target 

School Completion 98.44% Exceeds Target 

Graduation Rate 96.61% Exceeds Target 

Placement Rate 96.36% Exceeds Target 

 
However, enrollment in CTE in America is still 

minimal and currently declining, with less than 3 CTE credits 
earned by students in their 4 years of high school education, 

as Figure 2 illustrates. This paper therefore explores an 
 

 

 
FIGURE 2: Average number of career and technical 
education (CTE) credits by year earned. Raw Data Source: 
U.S. Department of Education, Institute of Education 
Sciences, National Center for Education Statistics, National 
Education Longitudinal Study of 1988, 2002, 2009, 2013 
(NELS:88) 

 
APPROACH: CTE IN MIDDLE SCHOOL 

 
While CTE in high school has demonstrated benefits 

in graduation rates, student motivation, and employment rates, 
research has shown that students benefit most from career 
exploration in middle school  learning about potential 
careers, building self-awareness, and developing a plan for 
reaching future goals [21]. Career-technical education is the 
most effective to middle-school students, whose brains are 
receptive to training employability skills: critical thinking, 
adaptability, problem-solving, oral and written 
communications, collaboration, creativity, responsibility, 
professionalism, ethics, and technology use [21, 22]. As these 
employability skills are reported to be critical to the 
workforce as well as postsecondary success, middle school is 
a pivotal time for college and career readiness [23]. 
Expanding CTE courses in middle schools allows students to 
explore career options and determine their subjects of interest 
before high school. CTE in middle school can effectively 
prevent dropouts and increase student motivation, serving 
a key dropout prevention strategy, mitigating many of the 
challenges students face as they transition into high school, 

Implementing career-technical education to middle schools 

from an early age to carry on to later stages of education in 
high school and postsecondary engagements. 

Emphasis on core academic courses, especially in 
high school when these core academic courses are considered 
essential for college preparation, has limited accessibility to 
CTE [23]. Misconceptions about CTE courses and college-
preparatory options have made the implementation or 
expansion of CTE difficult for many schools. Research 
conducted in Mississippi school districts concerning the 

The International Young Researchers' Conference 60



perception of CTE by students and educators indicates 55% 
of the 403 Mississippi residents interviewed believed that 
students enrolled in CTE courses could not receive college-
preparatory diplomas [25]. Although CTE courses have 
demonstrated excellent results in terms of college preparation 
and high school graduation, and aid students in applying their 
core academic knowledge to real-world skills [18], the 
disconnect between CTE courses in high school and college-
preparatory education prevents CTE from reaching its 
potential. 

Analysis of the average number of credits earned by 
curricular areas (core academics vs. CTE) demonstrates that 
while credits earned in core academic courses have been 
increasing, credits earned in CTE courses are declining (see 
Figure 3.) The disconnect between college preparation and 
CTE and the emphasis on core academic courses has limited 
career- on the education system 
and its students.  

 
FIGURE 3: Average number of credits earned by 1990, 2000, 
2005, and 2009 public high school graduates during high 
school, by curricular area (total core academics compared to 
CTE). Raw Data Source: U.S. Department of Education, 
Institute of Education Sciences, National Center for 
Education Statistics, High School Transcript Study (HSTS), 
1990, 2000, 2005, and 2009. 

Implementing CTE in middle school diminishes the 
barrier from the emphasis of core academic courses since the 
courses students take in high school impact their college 
admissions, whereas middle school has a lower workload and 
academic pressure in comparison. Having CTE courses in 
middle school is the best time to build a foundation for 

nication, time-management, problem-
solving, critical thinking, and work-related skills critical for 
success in later secondary education and post-secondary 
careers [23]. 

APPROACH: CTE WITH TECHNOLOGY-
ENHANCED LEARNING 

There are 2 major barriers to implementing CTE in 
secondary schools: a lack of school counselors, and a lack of 
funding [23]. Research studies validate an approach using 
technology-enhanced learning to lower these barriers. 

I.  Career Counseling 
 

Counselors and other career development 
professionals are instrumental in assisting students with self-
exploration, future planning, career exploration, and work-
based learning in classrooms [23]. Career guidance is critical 
as students who participate in such guidance demonstrate 
better grades, greater knowledge of jobs, higher self-esteem, 
and more engagement in career and academic planning [23]. 
However, a lack of awareness or access to market data and 
other relevant information on career pathways by many 
career counselors limits student exposure to career pathways 
to their own direct experience [24].  

Although the current use of online tools and other 
technologies cannot replace school counselors, scalable 
technologies such as Career Cruising, the DISCOVER 
program, and the CHOICES program can decrease 

their future course-taking and potential careers [21, 23]. 
Career Cruising, an online future planning and exploration 

districts for self-exploration, creating online portfolios, 
discovering potential interests, skills, interests, abilities, and 
jobs [23]. A study conducted with a similar interactive 
program, DISCOVER, which has vocational self-
assessments and an abundance of occupational information, 
found that middle-school students who worked with 
DISCOVER for one hour a day over a two-week period 
revealed significant gains in career maturity [21]. Additional 
programs such as MAPP, the Life Values Self-Assessment 
Test (LVAT), and CareerOneStop can all aid in career 
counseling through online self-assessments and information 
on planning for future-readiness. Many such programs are 
certified with validity studies on their accuracy and also 
provide free guidance to counter issues with funding for 
career counseling [26]. The occupational information and 
scalable career-interest assessments provided in these 
programs alleviate the barriers of lack of access, awareness, 
and training to market data or career pathways from school 
counselors. 
 
II.  Funding for CTE 
 

Educational funding is a major factor of student 
success as it enables acquisition of required materials, 
services, and administrative support. Financial challenges to 
implementing CTE in middle school prevent it from 
maximizing its impact. Although the Carl D. Perkins Career 
and Technical Education Act supports career exploration in 
middle school, Perkins funding for states is decreasing with 
current funds at about $150 million less than the Fiscal Year 
2010 levels, indicating a lack of adequate funding for new 
and developed CTE programs. 

Alleviating budgetary limitations to CTE is possible 
through education technology by reducing reliance on 
manual resources, being flexible and scalable, and by 
improving course management efficiency. Curriculum 
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redesigns with technology-enhanced learning in the U.S. 
evidenced average savings of 31% with reduced course 
delivery costs [27]. Cost savings from the technology 
redesign did not sacrifice quality  student outcomes 
improved, with 72% of projects delivered by students 
showcasing higher quality [27]. Advance CTE presents the 
use of technology as one of five core strategies for expanding 
CTE, with online and virtual courses to be leveraged to reach 
economies of scale across vast geographic regions [28]. 
Quality-controlled virtual courses can reduce material, 
classroom, and staff costs to bring CTE to students across the 
United States. 

APPROACH: PERSONALIZED E-LEARNING 

By enabling career exploration in middle school, 
students will be more informed on their subject and career 
interests to make decisions on personalized learning 
pathways in high school. As research into student choice, as 
well as successes in Singapore and Northern Europe reveal, 

demand to learn and their academic results. Case studies on 
using technology to create personalized learning plans have 
found average increases of 30% in student achievement and 
test scores [29]. 

Virtual learning environments provided by 
technologies such as Brightspace create personalized 
learning plans and content (videos, e-portfolios, documents) 

with their own engagement data, Brightspace increased 81% 
  

Furthermore, with the possibilities of technology 
ever-growing, personalized adaptive learning through 
machine learning can boost academic engagement and results 
by synthesizing large amounts of data to produce fully 
student-centered learning [30]. Using technology to bring 
personalized learning combined with career exploration 
throughout secondary education addresses the lack of 
demand to learn in American education and improves 

 
 

LIMITATIONS 
  
New research points to possible limitations of the 

long-term benefits of CTE, finding that employment 
advantages provided by vocational training are limited to the 
start of the career and diminish with age [31]. Rapidly 
changing economics and required skill sets demonstrate the 
necessity for more research into improving CTE programs to 
be more adaptable and thus provide life-long employment 
advantages. 

A limitation of this study is its narrowed focus on 
exposure to CTE in secondary education without accounting 
for variations in quality of CTE across programs. Additional 
research into the characteristics of high-quality CTE 
programs is necessary to understand the other possible 

benefits of CTE and recommend the best practices across 
different programs. Furthermore, this study did not 
differentiate between the effectiveness of different methods 
of student access to CTE: public schools, private schools, 
shared-time CTE schools, and full-time CTE schools. More 
longitudinal data studies and analyses of student performance 
and workforce data will broaden the scope of studies on the 
American education system in relation to CTE. 
 

CONCLUSION 
 

The findings from this research paper reveal the merits 
of an approach to elevating the American education system 
through technology-enabled career-technical education in 
secondary education. The comparative analyses between 
international and American education systems demonstrated 
the validity of improving demand to learn through education 
on career-relevant, practical knowledge, and personalized 
learning. CTE has proven benefits for graduation rates, 
student satisfaction of learning, the workforce, and the 
American economy. An optimal approach is to implement 
CTE throughout secondary education, including and 
emphasizing its implementation in middle school. In addition 
to evidence that middle school is the best and most impactful 
time for career-relevant exploration, implementing CTE in 
middle school alleviates the barriers that come with the 
emphasis on core academic courses in high school.  

Technology-enabled learning can further reduce the 
barriers that prevent CTE in middle school from maximizing 
its impact: a lack of resources for career counseling and 
funding for schools. Computer-assisted career guidance 
resources such as Career Cruising, DISCOVER, and 
CHOICES improve counseling scalability and have proven 

maturity. Additionally, technology-enhanced learning 
provides counselors with self-assessment tools such as 
MAPP and the Life Values Self-Assessment Test to make 
accurate interest and career assessments accessible to 
students. Flexible and scalable in nature, technology-
enhanced learning can address concerns with funding by 
reducing reliance on manual resources and improving course 
management efficiency. Results from curriculum redesigns 
with technology-enhanced learning have demonstrated that 
technology can reduce costs while improving the quality of 
education.  

Personalized learning through technology has vast 
opportunities and many potential benefits. By increasing 
student choice and thereby improving student engagement, 
personalized learning makes education more efficient and 
effective. Acknowledging the possibilities of machine 
learning to further individualize education leaves additional 
research into this area a worthy topic for improving education.  

Further research can study the possible effects of career-

health. By enabling students to discover career goals and 
study subjects they are interested in, personalized CTE 
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education broadens the scope of learning and allows students 
to adjust their learning to their strengths. 

While making changes to an established system comes 
with risks, the stand-still state of current American education 
poses greater risks to the future generation and the American 
economy.  
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Abstract - The severity of breast cancer is greatly 
increased once cancer cells undergo metastasis and 
spread throughout the body. Interactions between our 

(EV) excreted from breast cancer cells are thought to 
induce metastasis  endothelial cells are responsible for 
angiogenesis, the formation of new blood vessels, and 
create new pathways for cancer cells to spread. In this 
investigation, the effects of breast cancer cell derived EV 
on EC are observed through changes in the angiogenic 
ability of EC. Angiogenic ability before and after 
successful EV to EC incorporation was observed in in 
vitro environments. Results displayed that EV influenced 
EC activity to enhance cancer metastasis. With added EV, 
EC angiogenesis ability intensified to form larger 
networks of tubes formation in in vitro environments. 
Therefore, breast cancer cell EV play a role in the 
escalation of cancer metastasis via angiogenesis and EC 

the prevention or restriction of breast cancer would lie 
heavily in further understanding of EV. 

Key Words  - Extracellular vesicles (EV), endothelial cells 
(EC), angiogenesis, metastasis, tube formation 

INTRODUCTION 

I. Research Question 
 
What effects do breast cancer cell-derived extracellular 

vesicle have on human endothelial cells and, consequently, 
angiogenesis? 

 
II. Background Context 

 
Breast cancer is the accumulation of abnormal, 

cancerous cells in the breast area and is the most common. 
cancer for women worldwide [1]. 1 in 8 women in the United 
States will develop breast cancer at least once in her lifetime 
and in 2018 alone, approximately 2.1 million new cases of 
breast cancer were diagnosed [2]. The survival rate of breast 
cancer patients is heavily dependent on the level of metastasis, 
the spread of cancer cells to different parts of the body [3].  

Metastasis can occur when cancerous tumor cells 
disseminate either through the blood vessels or the lymphatic 
vessels. Angiogenesis, the creation of new blood vessels, 
therefore plays a significant role in metastasis and tumor 
growth in different parts of the body as angiogenesis creates 

new pathways for cancer to spread. This investigation delves 
into the effects that breast cancer cells (BCC), their DNA 
dense extracellular vesicles (EV) in particular, have on the 

endothelial cells (EC), which are vital in the production of 
new blood vessels and angiogenesis [5], and observing the 
effects on of angiogenic ability. 

 
LITERATURE REVIEW 

 
I. Breast Cancer and Metastasis 

 
Metastasis occurs when cancerous cells spread to 

different parts of the body, away from its origin [6], and is the 
most important factor in determining the survival rate of the 
breast cancer patient. When the breast cancer cells have not 
metastasized, women have a high 5-year survival rate of 99% 
[7]. However, once breast cancer cells undergo metastasis 
and spread to various parts of the body, the 5 year survival 
rate significantly drops to 27% [7]. Metastatic breast cancer 
cells are difficult to treat by conventional methods such as 
surgery or radiotherapy since the cancer cells have already 
spread away from the origin and are much harder to pinpoint 
and treat [8]. The prevention of breast cancer cells from 
reaching this stage of metastasis would therefore increase 
mortality rate of breast cancer patients.  

 
II. Role of Angiogenesis in Metastasis 

 
 Angiogenesis is a critical process required for 
metastasis. Angiogenesis is the formation of new blood 
vessels from pre-existing blood vessels [9] and, under non-
canc
growth and wound healing. However, in cancerous 
conditions, angiogenesis is an essential step in the 
development of new metastatic pathways in which the BCC 
can enter the bloodstream and spread [10].  
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FIGURE 1: Role of Angiogenesis in the Spread of BCC [11] 

 
New blood vessels created via angiogenesis provide new 

routes by which tumor and cancer cells exit the original tumor 
site and enter the circulation  triggering metastasis  (Fig. 1) 
[10]. Instead of the tumor simply growing larger in size to 
reach pre-existing blood vessels, BCC could possibly 
influence angiogenesis to create new blood vessels to reach 
the tumor itself  this investigation will study the degree to 
which BCC will be able to influence angiogenesis and 
therefore, metastasis.  
 
III. Endothelial Cells and Angiogenesis 

 
 Endothelial cells (EC) form the single cell layer that 
lines all blood vessels and the proliferation in EC numbers 
are accompanied with the rise of mature blood vessels  
making EC vital for angiogenesis [12]. EC assist in 
angiogenesis by forming capillary-like structures, and 
extending and remodeling pre-existing blood vessels [13]. 
ECs are nearly always found near the tumor 
microenvironment [14] and can directly impact the rate of 
angiogenesis. Therefore, changes in EC activity after BCC 
incorporation compared to EC activity without incorporation 
will strongly indicate that BCC will also influence angiogenic 
ability.  
 
IV. Breast Cancer Cell-Derived Extracellular Vesicles and 

Endothelial Cells 
 

 

membranous structures excreted from cells and often act as a 
biological cargo for lipids, proteins, and (most importantly) 
RNAs and DNAs [15]. EVs excreted by BCC allow for 
intercellular communication between cancerous cells and our 

Several past studies exemplify how strands of DNA and RNA 
in the EV could be selectively packaged and functional in 
their target cells [17]. In theory then, incorporating EVs 
derived from breast cancer cells with endothelial cells should 
cause an exchange of genetic material between EV and the 

 
 
 
 
 
 
 

PURPOSE OF STUDY 
 

 
FIGURE 2: Flow Chart Exemplifying Effects of BCC to EC 
 
I. Objective 

 
 The objective of this investigation is to examine the 
effects of BCC on EC through intercellular interactions 
through the genetic material found in BCC derived EV. As 
seen in Figure 2, BCC will excrete EV (filled with genetic 
material) and in turn affect EC and its behaviors in 
angiogenesis and metastasis. Investigating intercellular 
interactions between BCC derived EV and EC would deepen 
our understanding in the role of BCC EV in angiogenesis, 
which could be applied to clinical procedures in the 
prevention of metastasis.  
 
II. Phenotype investigated 

 
 The phenotype investigated are changes in 
angiogenic ability. Results will compare differences between 
the control (only EC) versus the variable (EC with EV 
incorporated in them). Angiogenic ability is investigated 
through an endothelial cell tube formation assay. Both the 
control and the variable are placed in in vitro conditions 

nutrients) to allow the endothelial cells to create tube 
formations in the gel. These tube formations represent blood 
vessel formations in the body. Differences between tubes 
formed by the control and the variable exemplify differences 
in angiogenic ability due to EV incorporation. 
 
HYPOTHESIS 
 
I. Hypothesis for Angiogenic Ability 

 
 After EV incorporation, the EC+EV (EC with added 
EV) samples should have increased tube formations in the in 
vitro conditions compared to samples only containing EC. 
Tubes formed by EC+EV samples should be longer in length 
and form more extensive networks. As these tube formations 
represent blood vessels, the degree of impact that BCC EVs 

determined.  
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METHODOLOGY: INCORPORATION OF EV TO EC 

I. Justification 
 

This investigation requires the comparison between 
EC and EC+EV. The EC used is store bought Human 
Umbilical Vein Endothelial Cells (HUVEC). However, the 
EV are derived from breast cancer cells straight from the 
hospital. From the range of different types of BCC, MDA-
MB-231 is used. MDA-MB-231 is a triple negative cancer, 
and metastases easily, making this BCC a suitable sample in 
this investigation. To obtain only EV from BCC, a thorough 
separation procedure is needed. The standard method for EV 
extraction [18] was slightly adjusted for this investigation but 
the underlying principles stayed the same. 

II. Experimental Procedure 
 

BCC solution was obtained directly from the 
hospital. The BCC solution was poured into 6 micro-
centrifuge tubes and centrifuged under 1000rpm, 4°C for 5 
minutes. The BCC solution was centrifuged again under 
2100rpm, 4°C for 20 minutes. After ensuring the micro-
centrifuge tubes were not damaged, the BCC solutions were 
centrifuged in a super centrifuge under 37000 rpm for 70 
minutes. The supernatants were carefully removed from the 
micro-centrifuge tubes using a mechanical pipette. The EVs 
found in the precipitate were stained with PKH26. PBS was 
added to fill up the micro-centrifuge tubes so nearly the entire 
tube was filled. Again, the PBS and EV mixture was 
centrifuged in a super centrifuge under 37000rpm for 70 
minutes. The PBS and EV mixture was removed and the EV 
concentration obtained using a spectrophotometer [19]. The 

 
To create samples, 60mL of HUVEC [20] was added into 10 
cell culture dishes. Five of the cell culture dishes were labeled 

tape and marker. 69mL of EV solution was added to the cell 
Refer to Calculation: 

Volume for Assay Samples to find how volume of 69mL was 
determined)
mixed by slowly rotating the dishes. All 10 dishes were left 
in an incubator at 36°C for 24 hours.  

METHODOLOGY: ANGIOGENIC ASSAY 

I. Justification  
 

To observe the formation of new blood vessels, the 
samples will be placed in in vitro conditions to mimic the 

widely used in vitro assay which model the ability of EC to 
perform angiogenesis [21], and will be used in this 
investigation. The samples placed in vitro will form tubes 
which represent blood vessel formation in the body. The 
sample cells will be placed in Matrigel Growth Factor 
Reduced, a gel used to commonly used to culture cells. The 

preparation of the matrigel and the tube formation assay was 
followed accordingly to the procedure provided [22] with 
adjustments to include the sample of EC+EV.  
 
II. Experimental Procedure 

 
2mL of matrigel was thawed in ice (matrigel is typically 
stored in -
matrigel was added into 10 new cell culture dishes using a 
mechanical pipette. The matrigel filled culture dishes were 
incubated at 37°C for 30 minutes. While the dishes were 
incubating, the EC and EC+EV samples were collected from 
the incubator. As the EC and EC+EV were stuck to the 
bottom of the dishes, any solution in the samples was 
removed. PBS solution was pumped in and out of the cell 
culture dishes 
trypsin was added to each dish and incubated at 37°C for 2 

10 new eppendorfs were prepared. 5 of these eppendorfs were 

respective eppendorfs. The remaining sample solutions were 
moved to 10 new centrifuge tubes, also with 5 tubes labels as 

added to each centrifuge tube and centrifuged under 1000rpm 
for 5 minutes. The supernatant was removed to 10 new cell 
pellets and labeled accordingly.  
 
a single drop on a hemocytometer. A slide cover was 
carefully placed on top of the single drop. The 
hemocytometer was placed under a microscope under x20 
magnification. 
  

 
FIGURE 3: Hemocytometer Cell Count [20] 
 

Cells visible in fields A, B, C, and D were counted. 
The hemocytometer was moved and fields counted again  
therefore, a total of 8 fields was counted for each sample. This 

as calculated using the formula: 

cell count = (sum of cells counted)/number of boxes × 104. 
Final cell counts are recorded in Calculations: Cell Count 
below. 
 After cell counts were recorded, the 10 matrigel-
filled dishes were removed from the incubator. Based on the 
data from Calculations: In Vitro Volumes
solution was moved from the cell pellets into 5 matrigel-filled 
dishes. 1.14mL IMDM solution was also added to these 5 
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and 0.5mL of IMDM solution was added into the 5 remaining 
matrigel filled dishes, and were accordingly labelled as 

microscope for all 10 samples in 3 hour intervals (starting 
from 0 hours). Between each photograph, the 10 samples 
were incubated in 37°C environments.  

CALCULATIONS 

I. Volume for Angiogenesis Assay Samples 
 

For 100% (or near complete) incorporation of EV to EC, 

there should be 0.2 nanogram of EV per 1x104 EC. The 
volumes of EV will be adjusted to fit this ratio of EV to EC. 

1. Each dish holds 3x105 of EC (known) 

2. EV Volume per 3x104 of EC= 0.2/0.087=2.3mL  
3. EV Volume/well= 2.3 × 30= 69mL 

II. Cell Count 
 

Cell count = (sum of cells counted)/number of boxes x 104 

= (34+29+50+61+48+49+41+59)/8 x 104 = 5 ×105cells/mL 

 

Cell count = (17+22+15+17+14+23+16+20)/8 x 104 

= 1.8 × 105cells/mL 

III. In Vitro Volumes 
 

different 
(as shown by the different cell counts), the volumes were 

5cells/mL. 

Volume = (1.8 × 105)/(5 × 105

per well.  

EVALUATION OF ERRORS 

As the volume for EV was adjusted for the best 
possible EC incoporation, nearly all EC should have 
incorporated with EV. However, as shown by the photos 
taken after incorporation, not all of the EC had EV 
incorporated in them. This could have been caused by slight 
differences in the volume of EV and EC (which could change 
the incorporation of cells by the hundreds). Luckily, although 
not all EC contained an EV, many of the EC did have EV 
incorporated in them, which is shown in Incorporation 
Success. The incorporation of EV could have been repeated 
to increase the number of successful incorporations; however, 
it would have been extremely expensive and time consuming 
to obtain more BCC samples from the hospital. Therefore, 
since there were still many EV which incorporated with EC, 
the investigation was continued.  

Also, it must be considered that this investigation is 
conducted in vitro. While tube formation assays are widely 
regarded as reliable replicates of 

microenvironment [23], the results obtained would be limited 
to an experimental scope of a petri dish which might not 
accurately represent how EV and EC interact in the body. 
Therefore, the results obtained are only predictions of the 
likely relationship between EC and EV in the body. 
 

RESULTS 
 
I. Incorporation Success 

 
 Before analyzing any results from the angiogenesis 
assay, the incorporation of EV with EC must show successful 
results. To determine this, a comparison of photos between 
EC and EC+EV must be compared to check whether or not 
the EV were incorporated in the EC. In methodology: 
Incorporation of EV to EC, the EV were stained with PKH26 
and this stain was used to track EV. PKH26 is a fluorescent 
dye which stains the membranes by intercalating (inserting 
between DNA
excitation maximum of PKH26 is 551 nm and emission 
maximum is 567nm. Under a red fluorescent light, the EV 
stained with PKH26 shine red and act as markers to indicate 
whether or not EV are found in the EC. PKH27 was used as 
it does not deteriorate even after several hours of EV 
incorporation. EC+EV were taken under both red fluorescent 
light (showing PKH26 stained EV) and white light (showing 
only EC), and these photos were combined to display where 
the PKH26 stained EV were located in the normal white light 
photo. The two photos were merged to observe whether or 
not the red EVs would be found in ECs in the white light 
photo. 
 

 
FIGURE 4: EC+EV under Red Fluorescent Light 

 
FIGURE 5: EC+EV Combined Photo with Red Fluorescent 
Light + White Light Photo 
 
 The red spots in Figure 4 justify the existence of 
PKH26 stained EV. After combined with the white light 
photo, Figure 5 exemplifies how the PKH26 stained EV are 
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physically spotted in the EC  thus showing that the 
incorporation of EV with EC was a success. 

II. Tube Formation Photos 

 
FIGURE 6: EC Tube Formation After 6 Hours 

 
FIGURE 7: EC+EV Tube Formation After 6 Hours 

Comparison between photos taken for both EC and 
EC+EV after 6 hours visibly show how tubes formed after 
EV incorporation created thicker and longer tubes with 
extensive networks. As these tube formations in vitro 
exemplify blood vessel formation in the body, the EV must 
have had an exchange of genetic material with EC to 
influence ECs to create thicker and longer blood vessels in 
our body. These blood vessels would therefore heighten the 
likelihood of metastasis as there are simply more pathways 
for the BCC to circulate throughout the body  supporting 
the hypothesis.  

III. Tube Formation Length 
 

Besides simple observation of tube formation, the 
average length of the tubes formed were calculated using 
ImageJ software [25]. 

 
FIGURE 8: Example ImageJ Analysis of Tube Formation 
[25] 

 Using the photos taken during the 6 hour time frame, 
the computer software ImageJ performs an analysis on the 
skeleton of the tube formations, measuring the exact length 
of the tubes formed to the micrometer (shown in Figure 8). 
Using ImageJ and the photos 
after 0, 3, and 6 hours, the tube lengths shown below were 
calculated. 

 

TABLE 1: Total Tube Lengths from ImageJ Scan 
 

  

0 Hours 10526 16782 
 

11127 18790 
 

14248 14988 
 

16312 13459 
 

9569 15485 

3 Hours 11969 13273 
 

9243 16625 
 

15742 14986 
 

15474 16789 
 

15496 15989 

6 Hours 11183 16697 
 

11735 15691 
 

13176 15691 
 

11966 15502 
 

9822 13243 

 

TABLE 2: Mean and Standard Deviations for Each Sample 
 

  

EC (0 Hours) 12356.4 2822.07 

EC+EV (0 Hours) 15900.8 2005.77 

EC (3 Hours) 13584.8 2886.92 

EC+EV (3 Hours) 15532.4 1447.82 

EC (6 Hours) 13176.0 1221.51 

EC+EV (6 Hours) 15364.8 1275.58 

 
Comparisons between the mean for each hour show that the 
tubes formed after EV concentration was higher: a difference 

the ImageJ measurements, the following graphs were made 
for each time interval. 
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FIGURE 9: EC+EV Tube Total At 0 Hours 
 

 
FIGURE 10: EC+EV Tube Total At 3 Hours 
 

 
FIGURE 11: EC+EV Tube Total At 6 Hours 
 
 The graphs exemplify how the average tube length 
of the tubes formed were consistently higher for samples with 
added EV compared to control samples. Unfortunately, the 
error bars in both 0 hours and 3 hours were extremely large, 
indicating that there were no significant differences between 
the EC and EC+EV samples. However, the graph depicting 
tube formations after 6 hours show a smaller error bar  this 
graph 
given enough time for tube formation to occur, the EC and 
EC+EV showed an obvious difference in tube length with 
little error compared to previous hours. Based on previous 
research on EV and EC (found in Literature Review) and the 
relative accuracy of past in vitro tube formations in 
mimicking angiogenic ability, it can be deduced that the 
presence of EV led to an increase in tube length. The 
recordings after 0 and 3 hours exemplify how total tube 
length at initial hours was not particularly influenced by EV 
incorporation when the error bars were taken into account. 
However, at 6 hours, the EV incorporation led to an increase 
in total tube length with relatively low error bars  indicating 
that EV incorporation alters tube formation behavior in in 
vitro environments and could possibly also alter angiogenic 
ability in the body. More tests and trials would need to be 
made to affirm the results of this investigation. The 
importance of EV in the role of angiogenesis, as shown by 
this investigation, would be vital in understanding how to 
control and prevent metastasis in cancerous cells.   
 
 
 

CONCLUSION 
 
 In this investigation, the effects of BCC derived EV 
on angiogenesis was investigated through changes in EC 
activity, as EC play a vital role in the development of 
angiogenesis and in turn, influence metastasis. Comparisons 
between control samples of EC and variable samples of EC 
incorporated with EV exemplified that the BCC derived EV 
enhanced angiogenesis by creating lengthier and more 
complex tube formations in in vitro settings after 6 hours. 
These tubes mimic new blood vessel formation in the body, 
and an increase in tube length and formation after EV 
incorporation show that BCC derived EV are responsible in 
promoting angiogenesis and possibly metastasis of BCC. The 
results in this investigation show potential in further research 
on BCC-EV and endothelial cells  as shown in this 
investigation, the correlation between the two could prove to 
be essential in the limitation of metastasis in the future.   
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Abstract- The paper presents the problem in which a 
Gaussian beam is passed through an absorbing medium 
which results in heating of the medium which leads to the 
formation of the thermal lens due to radiative and non-
radiative relaxation processes. In this paper, we also 
discuss the method to find the focal length of the induced 
thermal lens and by varying parameters such as 
concentration, focal length, power of the beam. We were 
able to infer the trend. At last, we were able to spot the 
effect of gravity in our experimental result during the 
experiment of the knife-edge method. 
 

INTRODUCTION 
 
Thermal Lens Spectroscopy (TLS) has many industrial and 
scientific applications; it was first observed by Gordon et. 
Al[6] and Leite et. Al[5]. TLS is used in measuring 
concentrations, finding traces of elements in gases and 
absolute absorption coefficients. Over the decades, scientists 
have improved the accuracy of finding quantum yields, 
diffusivity and thermal conductivity of solid media. In our 
experiment, a laser beam with a Gaussian profile is passed 
through a thin layer of soy sauce (about 200µm), forming a 
thermal lens. We chose soy sauce for our experiment as it is 
a readily-available and affordable liquid capable of 
producing a thermal lens. It is a fluid that has intense optical 

constitue
coefficients. A Gaussian beam from a modulated CW or 
pulsed laser is focused onto a liquid or solid medium 
containing fluorophores. After the absorption of the excited 
beam, the fluorophores at ground energy state are excited to 
higher energy states, from which they decay by radiative and 
non-radiative processes. The latter process relies on the 
transference of heat to the host, thus leading to a time-

T(r, 
t) in T(r, t) creates a 
refractive index gradient(dn/dt) normal to the beam axis. The 
resulting gradient dn/dt produces a lens-like object, which is 
known as a thermal lens (TL), explained by the following 
equation: 

 

Briefly, we can say that when light traverse an absorbing 
medium, the absorbed electromagnetic energy of the beam is 
partially converted into heat by a non-radiative relaxation 
process which leads to the heating of medium. This can be 
explained by the following two aspects: heat equation and 
diffraction theory. The heat equation predicts the rise in 
temperature of the medium and the diffraction theory 
suggests due to rise in temperature of the medium wave in 
front of a probe beam entering the soy sauce sample 
undergoes specific modification. 
 

THEORY OF GAUSSIAN BEAM 
 
The Gaussian beam is a beam of monochromatic 
electromagnetic radiation whose amplitude envelopes in the 
transverse plane and is given by a Gaussian function. This 
also implies Gaussian intensity (irradiance) profile, given by: 
 

 
 
Where I0 is the intensity at r = 0 and 0 is the radial distance 
at which intensity has decreased to 1/e of its peak value. A lot 
of information can be concluded about a beam from its 
wavelength and q parameter. Before introducing the q 
parameter, we will introduce the beam parameters. The 
curvature is infinite at z=0. And the beam waist at distance z 
from the propagation axis can be written as: 
 

 
 
Gaussian beams go through modifications when passed 
through a cavity or a medium, which will be explained later. 
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FIGURE 1: The shape of a Gaussian beam 
 

 
FIGURE 2: Monochromatic Gaussian beam ( = 532nm) 
 
The shape of a Gaussian beam of a given wavelength is 
governed solely by the beam waist 0(as shown in fig1). The 
confocal parameter or Rayleigh distance is the distance at 
which the intensity of the beam is maximum and also at that 
distance the beam width is 1.414 times the beam waist. We 
used a gaussian beam with a wavelength of 532nm (as shown 
in fig2.). We were able to calculate the beam waist of the 
Gaussian beam by using the knife-edge method, and we were 
able to plot a Gaussian curve shown in fig3. 

 
FIGURE 3: Plot of Gaussian beam calculated using knife 
edge method( = 532nm) 
 

EXPERIMENT 
 

When a Gaussian laser beam is passed through a thin sample 
(about 200µmto 0.1 mm) of soy sauce; we can observe the 
thermal lensing effect. We infer a set of concentric rings on 
the screen. 

 
Figure 4: Block diagram of experimental setup 
 

 
FIGURE 5: Experimental setup. 
 
First of all, we will prepare a sample of soy sauce (100%). 
Take a few drops of soy sauce on the slide and then gently 
place the other slide on it and both sides carefully attached 
using a clip as shown in fig 6. The area with no bubbles was 
best suited for the experiment. We arranged the equipment 
(as shown in fig4). Fig5 shows the actual arrangement in our 
lab. Now the Gaussian beam is passed through the collimator 
(f = 10cm) to converge the beam and then it is passed 
through the soy sauce sample .After some time, we could see 
the thermal lensing effect as concentric rings are formed(as 
shown in fig7).We can observe that it took some time for 
these rings to form, which shows in this process Thermal 
lenses are formed because thermal processes are slower in 
comparison to nonlinear electric effects. On page1 we have 
shown why the thermal lens is formed, to surmise it: thermal 
lens is formed when light passes an absorbing medium such 

as soy-sauce, it absorbs electromagnetic energy and converts 
the energy into heat by non-radiative relaxation processes 
which lead to heating of the medium and further leads to 
change in the refractive index of the medium. The formation 
of concentric rings can be explained by diffraction theory and 
spatial self-phase modulation. We can also explain the 
formation of the thermal lens by heat exchange theory but the 
math involved is complicated for e.g. Whinery solution gives 
us the mathematical expression for the change in heat when 
a beam is passed through a sample 
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FIGURE 6: Soy sauce sample. 
 

 
FIGURE 7: Concentric rings formed on screen (N=7). 
 

DIFFRACTION THEORY 
 
According to paper by Gordon [6] in 1965 focal length of 
induced thermal lens can be written in terms of some physical 
factors. 

 
 

Where A is the area, k is the thermal coefficient, dn/dt is 
thermo optic coefficient, and P is the power. Now according 
to him if the Thermo optic coefficient is greater than 0 it will 
behave as a concave lens, elsewise it behaves as a convex 
lens. In our experiment, we can see that the soy-sauce sample 
behaves as a convex lens. 
The diffraction theory proposes that change in temperature 
arises due to the phase delay in the wavefront of the beam. 
Born and E. Wolf [
describes it as a perturbation due to an additional phase lag to 
phase beam of a spherical wave. We can see in fig8 the 
difference between the wavefront before and after hitting the 
medium. wavefront emerges from the soy-sauce sample 
having an additional phase lag. 

 
FIGURE 8: a) wave from before entering the soy sauce 
sample b) wave front with additional phase lag exiting the 
soy sauce sample for a) and b) the optical path length can be 
written as: 
 

= nl 
(r,t) = ln(r,t n(0,t) 

we know, 
 

 
 

solving this we get, 
 

 
 

This equation shows us that due to change in phase, there is a 
change in temperature which leads to change in the refractive 
index of the medium [2]. 
 

CALCULATION OF FOCAL LENGTH 
 
First of all, we need to introduce the q parameter to 
understand ABCD LAW and how we can calculate the focal 
length of the induced thermal lens using the matrix method. 
The q parameter or gaussian complex curvature parameter 
can be derived from the basic gaussian equations, but we 

here. we can express q in a relation 
as following 
 

 
 
where R is curvature of beam. 
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When the beam enters the soy sauce sample the q at the 
entrance(q1) and at the exit of sample(q2) are related by the 
following equation: 
 

 
OR 
 

 
 
where A, B, C, D are the elements of the ABCD matrix which 
are unique for every optical system and can be determined 
experimentally. 
 
Matrix for a lens can be written as 
 

 
 
Matrix for free space can be written as 
 

 
 
Where l is the distance and f is focal length of the lens. 
3.For an optical system the effective matrix can be written by 
the multiplication of individual matrices. 

 
FIGURE 8: Simple block diagram of optical system for e.g., 
the effective ABCD matrix for optical system described in fig 
is 

 

 
 
We will be using this system to calculate the focal length of 
the soy sauce sample. A convex lens is removed in this 
experiment to ease the calculation. As we can see that the 
distance between beam and screen will be affecting the focal 
length, but we will discuss this in the next section. Solving 
the equation, we can find an expression for focal length (the 
proof of the expression is available in the appendix.) 

 
 
In this experiment 1 is the waist of the beam at the left of the 
thermal lens, which we can calculate using the knife-edge 
method. on plugging the values d1 = 10.5cm, d2 = 20.45 1 

= 0.23mm and 2 = 0.31mm, we get the focal length of the 
induced thermal lens equal to -1.68cm, which means it 
behaves like a diverging lens. 
 

VARIATION OF PARAMETERS 
 

I. Number of rings  
 
During the experiment, we noticed that if we vary the power 
of the beam, we observe a linear change in the no.of rings 
also, we were able to plot the data on a line graph, a straight 
line graph was obtained. 

 
FIGURE 9: We can see no. of rings increases linearly with 
power (P/N  
 
II. Effect of concentration 
 
According to beer lambert law, intensity of beam after 
passing through the sample can be written as: 
 

 
 
where b is the coefficient of absorption, c is the concentration 
and l is the thickness of the sample. we know that 
, 

 
 
using this in equation 3 we get 
 

 
 
which means it is inversely related to I, using beer lambert 
law we can generalise the equation and rest of the terms A, 
dn/dt, b, l and k are physical constants and have their usual 
meanings. so, we can say that f = m10ac where m and a are 
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constant. from here we can expect the relation between 
concentration and focal length. Similarly, we were able to 
plot the graph between P and concentration, by modifying the 
equation (9) and were verified with experimental results as 
shown below. 

 
FIGURE 11 
 
III. Varying the focal length of lens 
 
In this experiment, we used a diverging lens and noticed the 
change in focal length of soy sauce sample with a change in 
focal length of the diverging lens. The focal length was 
calculated using the matrix method. we obtain the following 
plot. 
 

 
 
IV. Effect of gravity 
 
This is the most important aspect. As mentioned earlier 
thermal optical phenomena are slow as compared to other 
non-linear effects. This means we need to expose the sample 
for a specific duration of time. Now due to gravity, the sample 
will naturally flow down changing the concentration of the 
exposed area, which leads to change in calculations. We were 
not able to formulate maths behind the effect of gravity, but 
it is visible from our experiment (as seen in the figure below) 
that the bump in the Gaussian curve arises due to change in 
concentration. This curve was drawn during the calculation 
of 2 for calculating the focal length using matrix-method. 

  
 
V. The distance x 
 

 
We know  and let us assume  
Putting  in eq (11) 
We get, 

 

 
We conducted experiment in which we varied the value of x 
and plotted the following graph 
 

 
       

CONCLUSION 
 

In this paper, we proposed the idea of the non-linear effect, 
which was proposed by Gordon in 1965, using the diffraction 
theory, we were able to understand the reason behind the 
change in the refractive index. We also used the matrix 
method to calculate the focal length of the thermal lens then 
lastly we varied various parameters to observe their effect on 
the focal length of the soy-sauce sample for e,g.. gravity, 
concentration etc. 
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APPENDIX 
In eq (8) if, 

R  
 

(because at focus the wave front is flat) 
 

 
 
modifying eq (9) we get, 
 

Cq1q2 + Dq2 = Aq1 + B 
 
q1q2 will be real, so comparing real and imaginary terms we 
can say 
 

 
 

now modifying eq (10) we get 
 

 
 

Comparing the two we can say 
 

 
 

and modifying this we get our final answer which we have 
used to calculate the focal length 
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Abstract - This project aims to explore the basis of an 
enhanced way to deliver spatial audio in an  
horizon using acoustic modeling in place of low-pass 
filtering, interaural time differences, and simple 
attenuation functions. The approach described in this 
paper determines two interpolating functions, used as 
head related transfer functions  which provide 
the illusion of spatial audio. The HRTF is obtained by 
solving the wave and Helmholtz partial differential 
equations. The parameters for the aforementioned 
equations can be adjusted to account for any source and 
observer orientation in any anechoic space. In addition, 
the shape of the  head can be modeled to create 
a personalized HRTF, tailored to the specific observer 
instead of a standard one. The model was able to 
successfully attenuate different frequency intervals and 
phase shift the audio signal for each channel to provide 
sufficient binaural cues to localize sound. Results from 
this implementation, although obtained through 
computationally intensive processes, could potentially be 
extended to virtual reality-based systems which would, in 
theory, provide for a more realistic audio experience, at a 
much lower cost. 

Key Words  Acoustics, Psychoacoustics, Spatial Audio, 
Sound Localization, HRTFs. 

INTRODUCTION  

As virtual reality systems have matured past their 
infancy stages and serve as a viable medium to deliver 
immersive experiences, there has been an increase in research 
and development of such systems. Although much of the 
recent progress has been focused on enhancing the visual 
aspect, there is indeed an emphasis on refining the audio 
experience by using spatial audio and high-fidelity acoustics 
to provide for more realistic user experience [1, 2]. HRTFs 
are used in these systems to modify audio and recreate the 
acoustic filtering of sound as it propagates. When paired with 
headphones or any binaural audio delivery system, these 
functions can be used to simulate spatial audio by processing 
the audio that is delivered to each channel.  

 Since HRTFs are dependent on the geometry of a 
person  head, torso, and pinnae, they vary significantly 
among individuals. Because of the impracticality of 
determining customized HRTFs with existing experimental 
approaches, most virtual reality systems use generic or 
standard HRTFs. Since the aforementioned variations are left 
unaddressed with generic HRTFs, the user can experience 
unconvincing spatial audio and localization errors [3, 4]. This 
motivates the use of more accessible methods to determine 
HRTFs. The method described in this paper utilizes a 
numerical, simulation-based approach to deliver spatial audio 
in an  horizon. 
 

BACKGROUND  
 

Neuroscientists have been able to pinpoint the 
binaural and monaural cues that enable the human brain to 
accurately localize sound (determining a sound  
azimuth and elevation angles relative to the observer). 

 
I. Horizon Localization 

 
Specifically, they found that the brain determines 

interaural time differences  and interaural intensity 
differences IIDs  [5], as illustrated in Figure 1, to establish 
the azimuth of a sound source relative to the observer.  ITDs 
describe the variation in sound arrival time for each ear and 
exist as a result of the difference in distance between the 
observer and source. IIDs describe the variation in amplitude 
and exist as a result of a sound wave attenuating after 
reaching a boundary such as an  head or traversing 
long distances. 
 

II. Elevation Localization 
 
The elevation of sound relative to the observer is 

determined by more complex monaural cues, specifically, 
spectral notches [6], which are closely related to head related 
impulse responses  These responses are 
dependent on several attributes including head diffraction, 
reflections from various body parts, and other 
refractions/diffractions due to the pinna. This phenomenon 
will not be covered in the scope of this paper, as the focus is 
to deliver spatial audio in the  two-dimensional 
horizon. However, a three-dimensional rendering of the 
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 head could in theory be used in the simulation domain, 
effectively allowing for the HRTF to accept elevation data as 
a parameter. This would require including the third spatial 
dimension, namely elevation, into the models, which may 
influence the overall performance and introduce new sources 
of complexity to the process. 

FIGURE 1: Certain arrangements of a sound source and 
observer yield subtle differences in the sound wave arrival 
time and amplitude for each ear. The signal for the left ear is 
described by the audio plot above and the signal for the right 
ear is described by the audio plot below. The areas shaded in 
blue and red on the graph highlight the ITD and IID 
respectively. Notice the delayed start and lower amplitude for 
the left ear signal relative to the right ear signal.  

However,  worth noting that these cues may not 
be completely unique for every source and observer 
arrangement, yielding the same signal produced for both ears 
despite the orientation being different. This results in a 
phenomenon known as the cone of confusion [7]. One can 
easily circumvent this problem by simply moving their head 
and take note of changes that may occur in the signal for each 
ear.   

 
RELATED WORK 

Since the brain relies on relatively simple 
parameters to localize sound, there has been significant 
progress over recent years to create standard HRTFs for 
spatial audio [8]. These HRTFs alter an audio signal to 
provide the illusion of spatial sound by processing two 
parameters, namely, the frequency of sound and the spatial 
location of the source relative to the observer. 

 
However, many of the studies required investment 

in expensive resources including state-of-the-art anechoic 
chambers, high-quality speakers, and microphones to collect 
readings experimentally. Typically, these speakers are 
arranged spherically around a subject who has a pair of 

microphones inserted into their ear canals. These 
microphones collect readings of various tones which are then 
analyzed to design an HRTF. The measurement process takes 
up to one hour and the computational processes can take days.  
Additionally, this approach uses standard dummy heads to 
generalize the geometry of a human head, which yields a  
size fits  HRTF. Hence, it fails to address the details that 
typically vary depending on the shape of an  head 
and ears. Although one investigation has shown that one can 
adapt to a new hearing profile, it  make for the most 
realistic experience [9] since it takes time to adjust and often 
fails to capture the variances in perception from person to 
person. As a result, localization errors are produced and the 
generated audio is no longer capable of providing sufficient 
cues to enable the listener to correctly localize sound.  

The process of creating personalized HRTFs for 
every single individual experimentally is infeasible. It would 
require the use of expensive acoustic equipment and 
computational resources which are generally inaccessible to 
the average consumer. Hence, the proposed method utilizes 
acoustic modeling to simulate the traditional measurement-
based process. Ideally, the only equipment required would be 
a modern smartphone camera to recreate a three-dimensional 
rendering of a  head. LIDAR mapping is another option 
that could be used, especially since there is an increasing 
number of handheld devices that integrate it into their optical 
systems. By simulating the experiment with a deterministic 
system, the costs and infrastructure associated with creating 
a custom HRTF would effectively be bypassed. 
 

ACOUSTIC MODELING 
 

Pressure changes in a medium, caused by wave 
propagation, are typically described using the wave equation 
in the time domain and the Helmholtz equation in the 
frequency domain. These differential equations enable us to 
probe pressure data at any spatial location and at any point in 
time or at any frequency in order to obtain attenuation 
coefficients. Typically HRTFs accept a spatial location and 
frequency as parameters, but examining wave propagation in 
the time domain helps visualize some of the behaviors that 

 immediately clear when visualized in the frequency 
domain. Moreover, the data visualizations in the time domain 
helped fine-tune some of the parameters that helped eradicate 
inconsistencies observed in the simulations and results. 

 
I. Approach Overview 

 
By initializing a sound source to emit the original 

audio signal or a relevant frequency and the head of an 
observer in the anechoic region as depicted in Figure 2, the 
pressure at the location of each ear can be probed to define 
the attenuation coefficients. Additionally, the phase shift can 
also be determined through a similar process, either through 
the model or a simple delay, based on the difference in 
distance from both ears. However, the latter is less 
computationally intensive. 
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II. Defining Equations  

Variable symbols, definitions, and units are used as described 
in Table 1. 

TABLE 1: Nomenclature as used in the following 
equations and expressions.  

Symbol Definition Units 

X Position vector [ ] 

t Time [ ] 

 Density of a medium [ ] 

c Speed of sound in a me-
dium 

[ ] 

p Sound pressure [ ] 

 Simulation domain [ ] 

 Sound wave angular fre-
quency 

[ ] 

 Specific Impedance [ ] 

 Boundary Impedance [ ] 

 Dipole Source [ ] 

 Monopole Source [ ] 

The partial differential equations PDEs  used to 
model sound propagation and pressure distribution inside the 
space are the wave equation and the time-independent variant 
of the wave equation, the Helmholtz equation [10, 11]. The 
equations are defined as follows: 

Neumann boundary conditions were used to dictate 
how sound waves interacted with walls and the  
head. The head used an impedance boundary condition and 
the walls used an absorption boundary condition; each 
defined as follows respectively: 

 

 

 

 

III. Solving the PDEs 
 

The PDEs were solved using discretization using the 
finite element method for easy implementation on digital 
computers. The results returned were in the form of 
interpolating functions. The Helmholtz PDE was also 
parametric, with the parameter being frequency.   
 

IV. Visualizing and Interpreting Results 
 

By plotting the interpolating functions, many of the 
expected behaviors become apparent, as shown in Figure 2 
(time domain) and Figure 3 (frequency domain). Sound 
propagation in the time domain occurs as anticipated and 
effects such as head shadowing are visible in the pressure 
distribution in the frequency domain. By solving the PDEs 
with discretization, the data is no longer continuous and 
hence yields certain anomalies in the data; however, these 
anomalies ar  too noticeable when it is applied to the 
audio.   

 
FIGURE 2: Graphs are identified one through three starting 
at the top left clockwise.  Graph one shows the anechoic 
region with the large white circle representing the  
head and the small white quarter circle at the bottom right 
representing the sound source, defined by a Neumann 
radiation boundary. A circle was used to model the head and 
ears instead of a more representative shape because of the 
lack of depth-sensing instruments. However, the models 
could indeed be adjusted to accept a more accurate geometric 
representation. Graph two and three display the pressure 
distribution at a single point in time as a contour and three-
dimensional plot respectively; generated using the wave 
equation in the time domain. 
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FIGURE 3: This contour plot depicts the pressure distribution 
in the anechoic region with a monopole sound source 
emitting a frequency of 500Hz and the head of an observer; 
generated by solving the Helmholtz equation in the frequency 
domain. Head shadowing is evident from the low pressure 
behind the head and the contour matches the predicted 
distribution. 

AUDIO PROCESSING 

Having determined an HRTF that accepts a 
frequency and a spatial location as parameters, the next step 
would be applying the functions to an audio input.   The most 
effective way to do so is by using a Fast Fourier Transform 
and an Inverse Fast Fourier Transform pair along with a 
window function to fill in any discontinuities that appear 
while processing.  

I. Fourier Transform 

Decomposing the original audio into a sum of 
sinusoids using a Discrete Fourier Transform gives access to 
frequency intervals which can be attenuated using the 
parametric function obtained by solving the Helmholtz 
equation. Additionally, applying the Fourier Transform 
allows for informative visualizations using the spectrogram. 
The spectrogram helps visualize the changes in the amplitude 
for each frequency interval and the quality of the generated 
audio. 

II. Attenuating Frequency Intervals 

The spatial location of each ear is passed into the 
parametric function in addition to a frequency parameter. To 
expedite processing time, frequencies were inputted at 
intervals of 500Hz yielding a total of ten interpolating 
functions. While this  produce the most accurate results, 
it was the most computationally reasonable process. 

Obtaining an interpolating function from the parametric was 
a rather time-consuming operation.  
 

Each interpolating function returns an attenuation 
coefficient for its specific frequency interval and is convolved 
with corresponding frequencies in the original audio data. 
Once each frequency interval has been attenuated 
successfully, the generated audio is recreated using an 
Inverse Fast Fourier Transform.   

 
III. Hann Smoothing Window 

 
Through this process, several artifacts are 

introduced into the generated audio and there is substantial 
data loss. To alleviate this problem, a Hanning (Hann) 
window was used to smooth discontinuities in the audio, 
preserve frequency resolution and reduce spectral leakage. 
Upon close examination of the spectrogram plots of the audio 
before and after applying the function, it is revealed that each 
frequency interval has been attenuated as expected, shown in 
Figure 4.  
 

Other window functions including Blackman, 
Gaussian, and Poisson were used to experiment with different 
audio files.  However, the Hann window was able to 
generalize to all tested audio inputs the best and outperformed 
the others in terms of quality.  

 
RESULTS 

 
As seen in Figure 4, attenuation appeared to have 

been performed as expected. When compared to 
spectrograms of experimentally determined HRTFs, such as 
MIT KEMAR, Figure 5, the results were similar, but there are 
a few notable shortcomings. The most prominent was the 
low-quality audio output after processing. 

One reason could be the significant data loss even 
after applying a Hann window. While some discontinuities 
were eradicated, the overall audio still experienced a 
noticeable loss in quality. Additionally, the introduction of 
artifacts in certain frequency intervals still persisted. The 
investigation presented in this paper was conducted in its 
entirety using the Wolfram Language in Mathematica [12], 
which is known for being a high-level language and may have 
been the cause of quality loss. The aforementioned issues 
would likely be resolved if the entire process was translated 
to a lower level language with proprietary algorithm 
implementations. Not only would this make the entire process 
run at a reduced time complexity, but it would also enable 
more flexible experimentation since there would be no 
restriction to exclusively use the built-in functions offered by 
the Wolfram Function Repository. 
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FIGURE 4: Spectrograms are identified one through four 
starting at the top. Spectrogram one depicts the original audio 
with data for nearly all audible frequencies. Spectrograms 
two and three show frequency data for both the left and right 
channels. Since the top end of the spectrogram became 
lighter, it is suggested that the higher frequencies are 
attenuated at a higher magnitude in comparison to the lower 
frequencies, as predicted. Moreover, the left channel 
experienced a more significant loss in higher frequencies in 
comparison to the right channel due to the orientation of the 
sound source and observer.  The sound had to propagate 
through the  head to reach the left ear, hence 
preserving only the lower frequency sound. Spectrogram four 
z the final mix after combining both channels. Notice the 
change in scale along the frequency axis for the first 
spectrogram and the rest; The generated audio has no data for 
frequencies above 5000Hz. This is most likely attributed to a 
loss in quality after processing since experimentally 
measured HRTFs possessed data for those frequencies. 

 
  

FIGURE 5:  Spectrogram result after applying the KEMAR 
HRTF to the same audio input. Frequency data was 
possessed, although at lower amplitudes for up to 10000Hz, 
resulting in a fuller sounding result. Applying an audio 
normalization to the audio generated in this paper yields a 
similar amplitude distribution, however there is a noticeable 
loss in frequency.  
 

Frequency interval ranges could have also been 
decreased to provide for a more immersive experience but 
would have come at the expense of processing time. This 
tweak would have required solving for more than the ten 
interpolating functions from the parametric function obtained 
from the Helmholtz equation. Hence, it  feasible with 
the Wolfram Language. However, as mentioned earlier, 
lower language implementation may alleviate this problem. 
Note that all code from this project is stored in Github [13] 
and the preliminary work is documented in the Wolfram 
Community  [14]. 
 

FUTURE WORK 
 

This project, although far from perfect, serves as a 
strong underlying foundation for future improvement. The 
proposed method produced reassuring results and provided a 
clear path for future work. As suggested in the results, one of 
the next steps would include transcribing the Wolfram 
Language code into a slightly lower level language like 
Python that would still offer built-in methods and frameworks 
which would streamline the development process, while still 
allowing for flexibility in experimentation and 
customizability.  

 
Additionally, introducing the third spatial 

dimension into the model and comparing the monaural 
spectral cues it produces with experimentally measured cues 
could be interesting. Another possible extension would be to 
create three-dimensional renderings of an actual head using 
LIDAR or another form of depth-sensing to truly produce a 
custom HRTF. Most importantly, however, there is a need for 
a concrete metric to quantify the performance and quality of 
results. As of now, the comparison consisted of looking at the 
phase shift for each channel and the amplitude differences. If 
the project is implemented to simulate a three-dimensional 
space, the current form of analyzing results  be as 
effective since it would be difficult to closely examine the 
monaural cues through a spectrogram.  

The International Young Researchers' Conference 82



It may also be informative to investigate some of the 
behaviors of the model in an environment with obstacles and 
different types of boundaries. This may help gauge the 
accuracy and performance of the model. Another possible 
extension could include utilizing an accelerometer on the 

 headset to determine their position relative to other 
objects in the simulated room and make changes to the audio 
in real-time. These ideas are indeed far-fetched, but may be 
possible to implement if the quality of the audio is improved 
and the third spatial dimension is incorporated into the 
existing model. 
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Abstract - Continuing the research I began in my 
previous paper The Acquisition of Formal and Informal 
Political Power in the United States and Japan (presented 
at the Young Researchers Conference in 2018) in this 
paper I will examine the role of scandal in the politics of 
the United States and Japan, as well as the extent to which 
scandals lead to the decline or consolidation of formal and 
informal political power. In these last two years since the 
presentation of my first paper, the United States and 
Japan have both experienced dramatic changes and 
important events in politics. Using the research compiled 
in the previous paper as background information on U.S. 
and Japanese political culture, this new and updated 
paper will analyze shifts in American and Japanese 
poli
scandals will have a significant effect on the future of their 
respective political careers.  

Key Words  Political Scandal, Political Culture, Donald 
Trump, Shinzo Abe, Elections 

INTRODUCTION 
 

At the time of writing, the U.S. presidential 
election is nearly seven months away, and voters will be 
forced to make an important decision: whether or not to allow 

power in 2016 was unusual, as he held no prior experience 
holding political office. He was also well known for his long 
career in the real estate business, and for the numerous 

2016 illustrated his ability to overcome those major hurdles 
for his campaign, and also illustrated the willingness of 
American voters to overlook those issues. However, Trump 
has been faced with numerous new scandals after entering the 

multiple reports of extramarital affairs, and a controversial 
call with a foreign leader that led to his impeachment. As 
Trump begins to campaign for a second term, there is no 
doubt that these scandals will play some kind of role in the 
2020 election. 

In Japan, numerous scandals have haunted the 

have not attracted widespread attention from the rest of the 
world, nor have they led to any widespread protests or 
demonstrations. Attempts by the opposition to remove Abe 
from office (through a vote of no confidence) have also been 

soundly defeated, although the scandals have led to sporadic 

been able to consolidate power despite the divisions and 
different factions within the Liberal Democratic Party and 
has also been able to lead the party to impressive victories in 
parliamentary elections. His ruling coalition currently holds 

With this strong support behind him, Abe has become the 
longest-serving Japanese prime minister since the end of the 
Second World War.  

This piece will argue that the scandals of both 
Trump and Abe will not have a major impact on their long-
term informal political influence and will likely have a 
minimal impact on the outcome of elections (the 
consolidation of formal political power). My examination of 
recent U.S. and Japanese politics suggests that although 
scandals are important in terms of temporarily shaping public 
opinion and can sometimes lead to specific election outcomes, 
it is generally not the most important factor that citizens and 
voters consider.  

defined as acts of legal or moral misconduct by those who 
hold significant societal power, as well as the public criticism 
and outrage that comes as a result of this behavior. This paper 
will analyze several political scandals and will place a 
particular focus on the public backlash that came as a result 
of these cases. As previously defined in my 2018 paper, 

positions of political office through legal appointments and 

political influence over powerful public officials or the public 
itself. Informal power can thus be observed in lobbying data, 
public approval numbers, social media trends, and any other 

society or among the politically powerful. 
 

THE HISTORY OF POLITICAL SCANDAL IN THE 
UNITED STATES AND JAPAN 

 
Before diving into the question of how scandal will 

affect future political events in the U.S. and Japan and how 
this ties into the systems of formal and informal power 
mentioned in the previous paper, one must examine the 
history of scandal in the United States and Japan, and how 
this has affected culture, society, and elections in the past.  
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United States In the United States, scandal has always been 
present at the highest levels of government, including the 
presidency. Thomas Jefferson was known for having 

still 
plagued by the Teapot Dome scandal, and more recently even 
popular presidents such as Ronald Reagan and Bill Clinton 
have faced widespread public criticism for scandals that they 
played a role in. Additionally, members of Congress have 
been involved in numerous scandals over the years (such as 
the Jack Abramoff scandal). This section will examine the 

Iran-

a framework to ana
have on his political future. 

Watergate is perhaps the most consequential 
political scandal in the history of the United States. Although 
scandals have always played an important role in American 
politics, the extensive investigation and widespread media 
coverage was something that the nation had never seen before. 
The case involved a break-in into the Watergate complex in 
Washington D.C. in July 1972, where the Democratic 
National Committee office was located. Those arrested had 

caught stealing documents and wiretapping phones. Nixon 
immediately denied his involvement in the break-in and took 
sweeping action to cover up any potential link between those 
involved and his administration. After an extensive 
investigation by intelligence agencies and the Congress that 
spanned nearly two years, Nixon resigned in 1974.  

Nixon remains the only U.S. president to ever resign 
the office, and this came after two years of extensive 
investigation and overwhelming pressure from congressional 
leaders and political insiders, which indicated to Nixon that 
his chances of impeachment and removal from office were 
inevitable. The Watergate case illustrated that evidence of a 
link between a politician (in this case the president of the 
United States) and suspicion of criminal conduct (or other 
wrongdoing of equal stature) is not necessarily enough for 
someone to immediately lose the formal political power he or 
she has consolidated over the years. Nixon was reelected the 
same year as the Watergate break-in with an electoral 
landslide, defeating Democrat George McGovern with 520 

and secured a popular victory of nearly 20 million votes. [1] 
However, Nixon later made serious mistakes in his own 
handling of the scandal. For example, it was revealed that he 

breaking into the DNC office. He had also ordered the CIA 
to obstruct t -in, and had 
fired Archibald Cox, the independent special prosecutor 
tasked with investigating the break-in. These abuses of 

investigated over a long period by Congress and the public, 
who now had easy access to this information through 24-hour 

it is often said that the cover-up was what brought Nixon 

down, not the break-in. Nixon not only suffered a serious loss 
of his formal political power (by resigning from his position 
as president), but also a loss of the informal political 
influence that he had consolidated over the years. President 

be a m
presidential election and compounded on the distrust of 

has shifted somewhat in recent years (notably, Nixon has 
been praised in recent years for his efforts regarding 
environmental protection), at the time the scandal received 

and informal political power, and the loss of Nixon
informal political power over the public (a decline in public 

 
 Watergate, however, seems to be an outlier and a 
stark contrast to the way political scandals have played out in 
more recent years, such as in the case of Iran-Contra. Iran-

arms trade with Iran, which had recently gone through an 
Islamic revolution in 1979 and had been holding American 
hostages. Using the funds secured by this arms deal, the 
administration would be able to fund the Contras in 
Nicaragua, an anti-communist group that had been fighting a 
guerrilla conflict with the leftist Sandinista government. The 
press first reported on the scandal, and after further 
investigation by Attorney General Edwin Meese, it was 
revealed that much of the money secured from the arms deal 
($18 million of the $30 million total) was not officially 
accounted for. Reagan was forced to retract earlier statements 
in which he denied any negotiations with Iran or terrorists, 
and it was r dvisor 
John Poindexter was aware that the diverted funds had been 
sent to the Contras. Investigations by Congress concluded 

funds, and included televised testimonies of key players in 
the scandal, including President Reagan. Rea
president George H.W. Bush was elected president in 1988 
and pardoned many who were implicated in the scandal. [4] 
Reagan did, to an extent, lose the trust of the public during 
this scandal. However, it can be said that Reagan managed to 
maintain both formal political power and informal political 
influence. In terms of formal political power, there were no 
serious attempts to impeach Reagan, and his own vice 
president was able to carry the 1988 election in a 426-111 
electoral landslide. [5] In terms of informal political power, 
Reagan continues to be revered to this day by the American 
center-right as a hero of modern American conservatism.  
 
intern Monica Lewinsky consumed the second term of his 
presidency. Kenneth Starr was an independent special 
prosecutor appointed to investigate the Whitewater 
controversy, a scandal that involved Bill and Hillary Clinton 
and a series of real estate transactions they had made with 
James and Susan McDougal. Several inquiries were opened 
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into the Whitewater case, but none had gathered enough 
evidence to charge the Clintons with criminal conduct. [6] 
However, when Kenneth Starr took over the investigation in 
1994, the investigation would change direction and look into 

with a White House intern, Monica Lewinsky. Bill Clinton 
had faced allegations of sexual misconduct prior to his 
election as president and the investigation into these 
allegations, combined with the Starr investigation into the 
Whitewater scandal, led to the stunning reveal in 1998 that 
Clinton had been having an affair with Lewinsky. The case 
went to federal court, and after denying the claims for months, 

admitting responsibility and apologizing to the American 
public. He was impeached in January of 1999 for perjury and 
obstruction of justice but was acquitted of both charges in a 
Senate trial the following month. Clinton did lose some 
formal and informal political power as a result of his scandals. 
He became the second president in American history to be 
impeached by the House of Representatives, and his scandals 
contributed to a long-lasting public image of Clinton and his 
family as inauthentic, untrustworthy, and unethical. However, 
Clinton was not removed from office, and the Democratic 
Party even gained seats in the 1998 midterms. [7] The focus 
by Republicans on impeachment is generally considered to 
be a cause of the Democratic gains in these elections. [8] 
Clinton also left office as one of the most popular presidents 
in modern American history, maintaining a strong hold on his 
influence over the public. [9] 

Japan Japanese politics was completely reformed at the end 
of the Second World War when the occupying American 

constitution for the country. Since then, several political 
scandals have captivated the nation and led to the demise of 

quite as many large-scale political scandals as the United 
States (where virtually every administration has faced at least 
one), these scandals have shaped the political culture and 
history of Japan and can provide hints as to how political 
scandals will shape the future.  

The Lockheed scandal ( ) occurred 
in 1976 and is often considered to be the most high-profile 
political scandal in Japanese history. The case involved 
bribes between the Lockheed Corporation (now Lockheed-
Martin) and top Japanese politicians and business officials, 
including Pri
chief operating officer and vice president A. Carl Kotchian 
admitted to this on February 6, 1976, to the U.S. Senate 
Foreign Relations Committee, and revealed that the bribes 
involved a promise that All-Nippon Airways (a major 

-
Star jet. When these reports reached Japan, it was revealed 
that leaders of the Liberal Democratic Party had been 
involved. Among them was Kakuei Tanaka, the former prime 
minister, who was eventually arrested and imprisoned. 
Although the LDP 

it held onto its parliamentary majority. [10] [11] Today, 

Although  power took a major loss, 
Tanaka continued to hold on to informal political power. The 
prime ministers who followed Tanaka were known to be 
close allies of him, and the Japanese public continues to 
admire the uneducated and poor country boy who eventually 
became prime minister. [12] [13]  

The Recruit Scandal ( ) was exposed in 

Recruit was a Japanese real estate company that engaged in 
insider trading with Japanese media executives, bureaucrats, 
and politicians. Between 1984 and 1986 it offered unlisted 
shares in real estate subsidiaries to this group, and those who 
purchased the unlisted shares were able to sell them at high 
prices after Recruit went public in 1987. Those implicated in 
the scandal included Prime Minister Noboru Takeshita, Chief 
Cabinet Secretary Keizo Obuchi, and former Prime Minister 
Yasuhiro Nakasone, as well as numerous other high-profile 
politicians. At the time, Japan had very few anti-insider 
trading laws and regulations, and thus very few of these 
politicians were ever charged with crimes. Formal power and 
informal power were both lost to an extent; the LDP suffered 
setbacks in elections and lost some public support. [14] [15] 
[16] However, the LDP managed to hold on to their formal 
political power (as the ruling party) until 1993, and although 
their credibility was hurt temporarily, they remained a 
powerful and popular force in Japanese politics. 
 

TRUMP, ABE, AND SCANDAL: WHAT HAS 
HAPPENED SO FAR 

 
Trump In the two years since I presented my previous paper 
The Acquisition of Formal and Informal Political Power in 
the United States and Japan, the political scene of the United 
States has changed dramatically. The midterm elections were 
a stunning blow to the Trump administration and the 
Republican Party, as the Democrats were able to gain a 
majority in the House of Representatives. The new 
Democratic majority supported the Russian election 
meddling and Trump-Russia collusion investigation, and this 

report in April 2019. Although Mueller did not charge Trump 
with any official crimes, he also did not rule out the 
possibility that Trump had committed crimes. Despite calls 
for further investigation by Congressional Democrats, the 
investigation ended there and did not lead to impeachment 
proceedings or an indictment of the president. Some key 
Trump campaign officials, such as former National Security 
Advisor Michael Flynn, former Trump campaign CEO Paul 
Manafort, and longtime Trump advisor Roger Stone have 
been arrested and indicted for criminal conduct. However, 
Trump claimed that the Mueller report had vindicated him, 
and his approval ratings remained static. [17] In September 
of 2019, an anonymous whistleblower reported that Trump 
had pressured (with the threat of halting military aid) 
Ukrainian president Volodymyr Zelensky on a phone call to 
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investigate former Vice President Joseph R. Biden Jr., a 
political rival who had announced his candidacy for the 
Democratic presidential nomination in 2020. This allegation 
led to heavy criticism from Congressional Democrats, who 
argued that Trump had invited a foreign power to interfere in 
the 2020 presidential election, and that he had abused the 
powers of the presidency to advance his personal political 
interests. House Democrats, now in the majority, quickly 
began an investigation into the matter, calling witnesses to 
committee hearings and introducing articles of impeachment. 
Despite arguments from Congressional Republicans that the 
process was rigged and that Trump had genuine concerns 

confirm
Zelensky, asking for an investigation into Biden in exchange 
for military aid and an official White House meeting between 
the two leaders. Democrats introduced two articles of 
impeachment: abuse of power and obstruction of Congress. 
The two articles passed Congress on December 18, 2019, 
with no Republican support for both articles. This made 
Trump the third president in U.S. history to be impeached by 
the full House of Representatives. His defense team in the 
Senate trial included high-profile lawyers such as Alan 
Dershowitz and Kenneth Starr. The Republican-controlled 
Senate refused to call witnesses to the trial, and both articles 
were rejected on party lines (48-52 and 47-53), with the 
exception of Sen. Mitt Romney (R-UT) who voted yes on 
article I, the abuse of power. [18] 

There is no evidence that these scandals had an 

public, which shows he has been able to maintain his hold on 
informal political power. His approval ratings instead 
improved, indicating that impeachment does not seem to be a 
major concern among American voters. Additionally, while 
several reports of extramarital affairs and other claims of 
inappropriate behavior have dominated press coverage of the 

approval and disapproval ratings, as his approval rating has 
remained near 40 percent and his disapproval rating at around 
50 percent. [19] The 2020 presidential election will be the 
true test of whether or not these scandals can contribute to the 
demise of his formal political power, but because he has been 
able to so firmly maintain his grip on informal political power, 
it seems unlikely that this will have a major effect on the 
outcome of the election.  

Abe The Abe Administration, which has become the longest-
lasting Japanese administration since the end of the war, has 
seen its fair share of scandal as well. In February of 2017, it 
was revealed that the Japanese Finance Ministry sold heavily 
discounted land in Osaka prefecture to Moritomo Gakuen, a 
private school that was known for promoting right-wing 

was listed as an honorary principal of Moritomo Gakuen, and 
this led to allegations of government favoritism. The ministry 
maintained that this was not a reason for the sale, but 
documents detailing the transactions between the ministry 

favoritism and overstep of power arose again in May of the 
same year. A new veterinary department at the Okayama 
University of Science had been requesting approval from the 
Japanese Education Ministry for nearly 50 years and had 
finally received government approval. This department was 
to be run by school operator Kake Gakuen, and the 
allegations that Abe was personally involved came about 
after it was revealed that Abe and the head of Kake Gakuen 
were longtime friends. [20] 

These scandals led to the worst drops in approval 
ratings for Abe. In February, after the Moritomo story broke 

approval), and a poll conducted in July of 2017 indicated that 
 [21] 

The most recent scandal to hit the Abe 
administration is the Sakura Wo Miru Kai ( ) 
Scandal, which broke in November of 2019. The scandal 
centered on the annual cherry blossom-viewing event that 
Japanese prime ministers hold in the spring. The allegations 
against Abe were that he had misdirected public funds and 
prioritized his own supporters (in his Koenkai organization) 
from his home constituency to participate in the event. His 
office in his home constituency had offered special exclusive 
packages to his Koenkai supporters, which included 
transportation to Tokyo and a stay at a luxurious hotel. 
Opposition parties took advantage of this opportunity to 
criticize the administration and slow its legislative agenda. 
Abe and his senior aides said documents detailing guest lists 
had been shredded, and that it could not provide specific 
information about guests out of concern for their privacy. The 
opposition pointed out what they claimed was a pattern of 
hiding and covering up wrongdoing, as well as an abuse of 

personal affairs. 
Although this led to an immediate six-point drop in approval 
ratings, his approval rating had improved since the 
Moritomo-Kake scandals and was still at a relatively strong 
42 percent after the scandal broke. [22] [23] While Abe has 
sporadically suffered serious threats to his informal political 
influence over the public, his public image seems to recover, 
and he has been able to hold on to formal political power 
through elections.  

have been put under more intense scrutiny for the conduct of 
top party officials and members of parliament (some who 

cabinet) who have been investigated for 
various criminal activities, as well as a controversial new bill 
that would give the prime minister new powers over 

history of overcoming scandals 
suggests that it is unlikely that these new problems will 
destroy his political future. 
 

CONCLUSION: WHAT WILL HAPPEN NOW? 
 

Although these scandals have revealed the 
weaknesses of both leaders, they have also shown their 
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proclivity towards scandalous behavior. Thus, although some 

Abe has faced serious accusations of abusing the powers of 
his office, his ability to prevail over these problems and 
succeed in elections has revealed his ability to hold on to 

mandate based on providing economic stability), rather than 
social issues which place more of a focus on the personal 
conduct of politicians.  

Trump and Abe both lead powerful democracies 
and economies, and will continue to face critical decisions 
that will have long-lasting effects. Terrorism, the threat of 
climate change, and the spread of the novel coronavirus 
(COVID-19) all illustrate the need for leaders who can unite 
and gather broad support from the people. Political scandals 
will most likely not have wide-scale or long-lasting impacts 
on the political futures of these two leaders, in terms of both 
formal and informal power. However, there is no doubt that 
both leaders will both face higher levels of public scrutiny 
and accountability as the world moves towards a more 
dangerous era.  
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Abstract - Lately there has been a great sharing of 
astronomical data, especially the images from large 
telescopes such as the Hubble Space Telescope. Although 
all galaxies were formed by gravitational pull acting on 
stars, each resulted in a quite different shape. Galaxy Zoo 
contest in Kaggle.com offered an ideal dataset to apply 
machine learning to the galaxy classification problem. 

judgement. Although the labels of the galaxy images went 
into subcategories as well, this research focused on the 
first level classification between the spiral and the 
elliptical galaxies.  The training data they offered were 
numerous enough that over 10,000 images of each class 
could be split into training and testing data, to measure 
the accuracy of the classifier. Variations of LeNet were 
chosen, to squeeze more performance from it. The 
resulting accuracies were within about 95-97% in 
agreement to the labels, which were only 80% confident 
of the classification themselves. 

Key Words - Galaxy Classification, Machine Learning, 
Galaxy Zoo, Kaggle 

 
INTRODUCTION 

The galaxy's morphology is an important piece of 
knowledge that would lead to a better understanding of the 
physics of galaxies, and the universe. Lately, there has been 
a great sharing of astronomical data, especially the images 
from large telescopes such as the Hubble Space Telescope [1] 
as shown in Figure 1. The images of the galaxies could be 
classified by an expert, or by volunteers on websites such as 
Galaxy Zoo [2]-[3]. Galaxy Zoo is an astronomy project that 
people contribute to by classifying a huge number of different 
galaxies. However, even with this crowdsourcing, galaxy 
classification is an overwhelming task due to its scale: for 
example, the Hubble Telescope captured more than 256,000 
galaxies in a single image, according to MIT Technology 
Review May 2020. 

Kaggle is the largest data science/machine learning 
community website. It includes projects and competitions 

computer science that uses algorithms and techniques to give 
the computer system the ability to learn, i.e., improving 
performance on a specific classification, with data, without 
bein

algorithms work by building a model from a training data set 
of input and output pairs. Without being explicitly 
programmed, machine learning tries to produce an algorithm 
that matches the input output pairs in the training dataset as 
closely as possible. When the algorithm is presented with an 
input it has never seen, it will produce an output that is called 

the observed reality as closely as possible. 
Different industries and agencies use machine 

learning for various purposes. For example, financial services 
such as credit card companies use machine learning for fraud 
prevention. Online merchants such as Amazon or Netflix use 
it to recommend books or movies that customers would 
actually enjoy. 

Machine learning can also be used for image 
classification. The goal of this study is to present automated 
morphological classification of galaxies using machine 
learning algorithms and image analysis. This research uses 
machine learning to match categorizations of the galaxies 
done by humans, so that future images can be accurately 
classified with computers alone. 

A pre-existing convolutional neural network (i.e. 
LeNet [5]) is used with a varying number of layers. Further 
tweaking made it possible to enhance the performance to the 
point of matching the human classification result.  

Incidentally, the data that Kaggle provides does not 
definitely state the types of galaxies. Instead, it statistically 
scores the types of galaxies through the results of surveys.  
 

 
FIGURE 1: Procedure of morphology classification of 
galaxies using the Hubble Telescope, Galaxy Zoo, and 
Kaggle [1]-[2] 
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CLASSIFICATION METHODOLOGY 
 

I. Experimental Procedure 
 

Mathematica version 11.3 and MacBook Pro (2.5 
GHz Intel Core i7, 16 GB 2133 MHz LPDDR3) are used for 
machine learning programming. The hypothesis is that if 
machine learning is used to classify galaxy images into two 
categories, its accuracy should match human classifications 
with an error range of 5%.  

Experimental procedure is shown in Figure 2. 
Galaxy Zoo data from Kaggle is used. This data contains 
61,578 jpeg images. These images are labeled into several 
layers of galaxy classifications, and sub-classifications, and 
then sub-sub-classifications as shown in Figure 3. This 
research focuses on level 1 classification into the first 
(elliptical) or the second (spiral) types of galaxies. They are 
named Class 11 and Class 12 respectively throughout this 
report. There is also a third cl
is not considered because the probabilities are negligible. The 
sum of the probabilities of all these three classes will always 
add up to 1. 

 

 
FIGURE 2: Experimental procedure of automated 
classification 
 

These galaxy images are not classified nominally. 
They are only given the probability of belonging to that class 
according to many human classifiers who performed the task 
in the past. Only the top ranked (in terms of probability) 
10,000 images of each class are chosen out of a total of 
61,578 images. The chosen 10,000 images in each category 
have  probabilities higher than 76.2% in Class 11, and higher 
than 87.2% in Class 12. These disparate probabilities stem 
from selecting a matching number of 10,000 images from 
each category. Class 12 images are labeled with higher 
confidence. Those images are stored in their respective 
folders. These two groups of high-probability images serve 
as labeled, nominal data. 8,000 (80%) images from each 
group are randomly selected for training data and the rest are 
used as testing data in the first phase.  

A pre-existing network called LeNet is used as the 
basis to form the basic layers. The encoders and decoders, 

which are the inputs and outputs of the chain respectively, are 
altered based on the dimensions and the color space of the 
astronomical images. More layers and nodes are added or 
deleted to the LeNet in each cycle in search of  higher 
accuracy. The training is done with the NetTrain command. 
Accuracy is measured using the ClassifierMeasurements 
command. 

 
II. Galaxies Classification 

 
As shown in Figure 3, Galaxy images are provided 

by the Hubble Space Telescope. The images were acquired 
 

 

 
FIGURE 3: Classification of Galaxies [6] 

 
Galaxy classification using Machine Learning was a 

success. A network called LeNet [5], which is initially used 
for handwritten character recognition, was utilized in this 
galaxy classification task. Several readily available networks 
were tried. Although some premade networks, such as VGG-
16, produced very poor results while taking days to compute, 
LeNet in particular produced excellent results, achieving a 
90% accuracy range. 

 
III. Overview of the Whole Dataset 

 
Figure 4 shows the distribution of the Class 11 

probabilities out of 61,578 images. As shown in the 
histogram, the area of the data is more on the left side than on 
the right, which means that most of the classifiers thought that 
there were more images that belong to Class 12 than Class 
11. 
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FIGURE 4: Distribution of Class11 Probabilities 

FIGURE 5. Distribution of Class12 Probabilities 
 

FIGURE 6: Distribution of Class13 Probabilities 
 

In contrast, Figure 5 shows the distribution of the 
probabilities of Class 12 images in the whole dataset. As 
shown in the histogram, the area of the data is more tilted 
towards the right side than the left, which signifies that the 
classifiers thought that most of the images fit into Class 12 

than others. The histograms in Figure 4 are not exact mirror 
images to Figure 5 because some of the images were 
classified as Class 13, which makes the count imprecise. 

Figure 6 shows the distribution of the probabilities 
of Class 13 images in the whole dataset, which are non-
galaxy images. However, as seen in the histogram, people 
who saw these pictures thought that they were mostly 
galaxies, and not stars. So since the probabilities of Class 13 
images are negligible, this class can be ignored. 

 
RESULTS AND DISCUSSION 

 
I. Classification Results 

 
Figure 7 indicates the structure of the chain with 20 

layers. Each box in the diagram indicates a layer in the actual 
chain; they are connected together and going in one direction. 
This chain has the greatest number of layers out of all the 
chains that have been tested, and took the longest to compute. 
The classification also had an accuracy of about 97%, which 
is one of the highest results obtained in this research. Overall, 
counterintuitively, the more layers there are, the less time it 
takes to classify the images. After that, the computation time 
dramatically shoots up. This strange phenomenon needs to be 
further investigated. 

In addition, the more layers there are, the more 
accurate the classification becomes. The optimal number of 
layers to have in a chain is around 14 layers, after which the 
accuracy plateaus while the computing time increases 
dramatically. 

 

FIGURE 7: Structure of the chain with 20 layers  
 

FIGURE 8: Confusion matrix showing the performance of 
machine learning 
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Figure 8 shows the result of the machine learning 
performance on the aforementioned data. 2,382 images of 
Class 11 were classified as Class 11, while 89 images were 
misclassified as Class 12. 2,872 images of Class 12 were 
classified as Class 12, while 66 images of Class 12 were 
misclassified as Class 11. This means that 96% of the images 
were classified correctly while 4% were classified incorrectly 
for Class 11. On the other hand, 98% of the images were 
classified correctly and 2% were classified incorrectly for 
Class 12. The overall classification resulted in a 97% 
accuracy for both classes, which is excellent. 

 

FIGURE 9: Distribution result of class 11 and 12 
Probabilities 

 
The confusion matrix plot shown in Figure 8 is 

binary, which means that it either classifies the images as 
Class 11 or Class 12 without any regards to the confidence of 
the prediction. 

The middle 50% line is the threshold for the 
classification. For the top histogram in Figure 9, any bar that 
is on the right side of the middle line would be classified as 
Class 11 while the left side would be classified as Class 12. 
The classes are reversed for the pair of histograms at the 
bottom. 

Histograms in Figure 9 show what is happening 
behind the scenes. The left top histogram is the input of the 
classifier, while the right top histogram is the result of the 
classification. Although the right histogram seems to have 
pushed all bars against the right wall, a low height bar can be 
observed near the floor, reading all the way to the left wall. 
This means that some images were classified as Class 12. The 
fact that some were misclassified was clear from the 
confusion matrix. This histogram shows just how many of 
them displayed a degree of Class 12-ness.   

A similar story repeats for Class 12 histograms 
shown at the bottom of Figure 9. While appearing to have 
become more radicalized Class 12, there was an undercurrent 
of misclassification into Class 11 by varying degrees all the 
way to the left wall, which indicates near 100% Class 11-
ness. 

II.  Network Optimization 
 

Top in Figure 10 illustrates the effect of the number 
of layers of a chain on the accuracy of the classification of the 
galaxy images. As shown on the line graph, the line seems to 
increase then plateau. Although the accuracy continues to 
improve (with a slight dip at 17 layers, which is a mystery), 
it reaches a diminishing return around 14 layers. 
 At the bottom of Figure 10, the line graph shows the 
effect of the number of layers of a chain on the computation 
time. The graph seems to go on an exponential decay, as the 
amount of time it takes seems to decrease as the number of 
layers in a chain increases. This is a complete mystery. More 
layers should result in a longer computation time. But this is 
what was observed. 

Then the line suddenly shoots up after 17 layers. The 
abruptness with which the computation time increases is also 
counterintuitive. This mystery in computation time must be 
investigated further. However, if this phenomenon is real, 
then this indicates that there might be a sweet spot where the 
highest accuracy can be attained without proportional 
expense in computation time. 
 
 

 
FIGURE 10: Effect of the number of layers on the 
performance (i.e., accuracy and computation time) of 
automated classification using machine learning method 
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CONCLUSION 

Automated morphological classification of galaxies 
using machine learning algorithms and image analysis was 
examined. Machine learning was used to match the human 
categorization accuracy of the galaxy images. Results 
showed that the accuracy was high and the classification was 
successful, which was about 97%. The optimal number of 
LeNet layers for maximum performance per computation 
time was between 14 and 17. Future research is needed to 

learning based image classification is only the beginning: 
more applications shall come into effect as the performance 
continues to increase. 
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Abstract  South Korea is one of the most polluted 
countries in the world  in 2016, Korea had 76 days with 
bad air quality and only 45 days with good air quality. 
This is an issue of immense significance: medical studies 
conclude that polluted air can cause serious health 
problems such as stroke, heart disease, lung cancer, and 
other ailments. Particulate matter floating in the air 
smaller than 10 micrometers profoundly threatens 
children and asthmatics and can be easily absorbed into 
the bloodstream of adults. The Republic of Korea or ROK 
is a signatory to the Paris Agreement, which aims to 
reduce greenhouse gas emissions below the current 
Business As Usual (BAU) emissions by 37% by 2030. The 
ROK Ministry of Environment currently oversees 

 monitoring and regulations; however, 
attaining the Paris Agreement goals may be difficult 

-oriented 
economy. The ROK is the 5th largest exporter of goods in 
the world  the resulting success and trade surplus have 
significantly increased per capita income and improved 
the standards of living. An atmospheric test using 
measuring equipment provided by NASA found that half 
of the air pollution in Korea originates from industry, 
power generation, buildings, and transportation vehicles. 

comes from within makes proactive solutions possible. 
This paper will investigate the path forward, examining 
how industrial contributors to air pollution in Korea can 
work with NGO actors, environmental experts, and 
government officials to achieve the ambitious Paris 
Agreement goals. 

Key Words  South Korea Air Pollution, Particulate Matter 
Harm, Paris Agreement signatories  South Korea, ROK 
trade surplus correlation with increased air pollution 

INTRODUCTION 

From immensely popular K-
rapid growth in the 20th century, South Korea has crawled its 
way to the spotlight in recent years. And yet, despite how 
prosperous the nation may be, it faces an immense problem: 
air pollution. In 2018, 17,000 people died in South Korea 
because of air pollution, according to the "State of Global Air 
2019" report published by the Health Effects Institute (Nam, 

the majority of their days in masks. School events and sports 
practices get canceled due to poor air quality. Residents of 
South Korea regard this issue as a major aspect of their lives.  

The issue of air pollution naturally draws concern. After 
all, air pollution is identified as the cause of one-third of 
deaths from stroke, lung cancer, and heart disease (World 
Health Organization, 2019). In 2017, South Korea was 
designated as one of the most polluted countries in the world, 
with estimated costs to the country of $9 billion annually. 
According to the website AirView, three of the most polluted 
cities in the world are in South Korea, one of which is the 

 
The fundamental cause of health problems in both 

humans and animals attributed to air pollution is from 
particulate matter smaller than 10 micrometers, or PM10. 
These microscopic substances pose great risks because they 
can easily infiltrate into the bloodstream or to the lungs, 
penetrating deep into the respiratory and circulatory systems. 
This may cause damage to the lungs, heart, and brain (WHO, 
2019).  

Particulate matter represents a harsher threat when 
children and asthmatics are impacted. After studying the 
hospitalization and health records of children, medical 
experts identified detrimental health effects from the air 

c
care and attention. (Lee, Kim, Song, Hong, Cho, et al, 2002).  

When considering these detrimental health effects, the 
fact that air pollution has grown to be an almost all-
consuming factor in South Korean life is undoubtedly 
concerning. With increasing concern towards this issue, the 
Korean government has indeed taken steps to remedy it. Not 
only has the government signed on to the Paris Agreement, 
but South Korea has also attempted to cut down on air 
pollution by decreasing coal-fired plants and increasing 
public bike stations (Babe, 2018). Despite such efforts, the 
government has displayed some tensions in relation to 

well navigated in ord
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uation may 
be less than what is expected. 

AIR POLLUTION IN SOUTH KOREA 

South Korea is one of the most polluted countries in the 
world. Noelle Selin, Associate Professor of Engineering 
Systems and Atmospheric Chemistry at the Massachusetts 
Institute of Technology, states that a carbon footprint is the 

 (CO2) emissions associated with 
all the activities of a person or other entity (e.g., building, 

Norwegian researchers found Seoul to have the worst carbon 
footprint out of 13,000 world cities, with inhabitants 
producing 276.1 metric tons of carbon dioxide a year (Babe, 
2018).  

Such poor air quality is a major topic of concern for 
 in a 2017 national survey, South 

Koreans identified fine dust and air pollution as their No.1 
stressor in life (Haas, 2018). In fact, Koreans are more 
worried about getting sick from pollution than they are about 
nuclear weapons proliferation in North Korea (Haas, 2018). 
A 2018 study by the Ministry of Environment found 97% of 
Korean adults felt physical or psychological pain due to dust. 

concern is not unfounded. In 2016, Korea had 243 days with 
moderate air quality, 76 days with bad air quality, and only 
45 days with good air quality (Haas, 2018). On an average 
day in Seoul, many citizens can be seen with masks donned 
to prevent harmful particles from entering their bloodstream. 
Mothers will chide their children to remember to bring their 
mask on their way to school. And at school, students will 
remind each other again of how the air quality is on that day. 
As such, concern for air pollution is a very real factor in 
Korean life.  

 
LONG-TERM IMPACT ON HEALTH  

 
The majority of concern about air pollution comes from 

its effect on health. Some aspects of the long-term effects of 
air pollution on health remain unknown. Still, evidence 
suggests that there is a direct connection between air 
pollution with higher rates of cancer, stroke, heart disease, 
and respiratory diseases (Nunez, 2019). One of the most 
compelling cases of evidence for this can be seen in the 
respondents to the 9/11 tragedy. These responders who 
attempted to rescue victims and retrieve remains at the World 
Trade Center in 2001-2002 (policemen, firemen, rescue 
paramedics and the drivers of busses and trucks) still suffer 
from poor health and are developing cancer 18 years later 
(Herbst, 2019).  

According to Dr. Michael Crane, medical director of the 
World Trade Center Health Program at the Icahn School of 
Medicine at Mount Sinai in Manhattan, some 40,000 of these 
workers have developed health conditions, including 10,000 
responders and volunteers diagnosed with various cancers 

associated with exposure to toxins (Herbst, 2019). Nearly 18 
years after the terrorist attacks, more than 2,000 people have 
died of an illness related to this incident (Goldberg and Tracy, 
2018).  

It is expected that by the 20th anniversary of 9/11, more 
people will have died from 9/11-related illnesses than the 
2,700 who died at the Twin Towers that day (Goldberg and 
Tracy, 2018).  

 
EFFECTS OF AIR POLLUTION ON CHILDREN 

AND ANIMALS 
 

As air pollution grows as a worrying issue in many 
countries, another topic of concern has emerged: its impact 
on the health of children. A published report found that 
543,000 children younger than five die annually from 
respiratory disease caused by air pollution (World Health 
Organization, 2019). Not only that, but maternal exposure to 
air pollution during pregnancy is related to adverse birth 
outcomes such as early fetal loss, preterm delivery, lower 
birth weight, and more (Schwartz, 2004). Thus, air pollution 
is a health threat to society as a whole rather than a single age 
group.  

Animals also reflect the harmful effects of air pollution. 
In truth, animals may actually be more vulnerable to this issue 
than humans (Pal, M., Yirgalem, M., Anberber, M., Giro, B., 
Dasguta, R. 2015). Because animals are not as well equipped 
to protect themselves from air pollution as humans are, they 
are naturally much more vulnerable to this presence of 
particulate matter (Pal, M., Yirgalem, M., Anberber, M., 
Giro, B., Dasguta, R. 2015). The harmful gases inhaled with 
contaminated air are believed to affect animals in the same 
manner as humans, leading to organ damage in the long run 
(Pal, M., Yirgalem, M., Anberber, M., Giro, B., Dasguta, R. 
2015). This is a problem that affects farm animals and pets 
alike, causing disease such as acute bronchiolitis, 
emphysema, and heart failure (Pal, M., Yirgalem, M., 
Anberber, M., Giro, B., Dasguta, R. 2015). 

 
REGULATIONS 

 
In 2015, the government of South Korea (ROK) signed 

the Paris Agreement, joining many other nations. The Paris 
Agreement aims to reduce greenhouse gas emissions by 37% 
below BAU emissions by 2030. Because compliance with the 
Paris Agreement ensures that roughly a million lives would 
be saved annually by 2050 purely as a result of reductions in 
air pollution, it has revealed itself to be one of the most 
critical aspects of South Korean regulation concerning air 
pollution (World Health Organization, How Air, 2019).  

South Korea did not get off to a good start after signing 
the Paris Agreement  in the very next year, 2016, the non-
governmental agency Climate Tracker found that the ROK 

shows the grey circles, which are the 2020 targets, with actual 
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emissions much higher than the progress goal designated by 
the Paris Agreement.  

 

 
 

Figure 1. South Korea increased emissions in 2016 after 
signing the Paris Agreement (Mattheson, 2016)  

 

regulations concerning pollution monitoring and prevention, 
working with the National Legislature to enact policies that 
are designed to protect the environment. However, the 
Ministry will have a practical challenge hitting the 
quantitative targets of the Paris Agreement for the following 
reason: South Korea generates approximately 52% of its air 
pollution domestically, with the other half drifting over from 
the second-largest economy in the world - The Peo
Republic of China - from the West across the China Sea and 
from its neighbor on the Korean peninsula the Democratic 
People's Republic of Korea, most often referred to as North 
Korea (Da-sol, 2017).  

According to the landmark atmospheric tests of air 
quality using measuring equipment provided by NASA, 
domestic air pollution in the RoK originates from industry, 
power generation, buildings and transportation vehicles (Hu, 
2017). The single largest contributor to air pollution is coal-
fired power plants. South Korea is home to 54 coal-fired 

power generation (Chung, 2019).  
One of the coal-fired power plants in South 

Chungcheong Province is a major source of nitrogen 
compounds and sulfur dioxide that cause chain chemical 
reactions in the air, generating more fine dust and ozone (Lee, 
S. 2017). Therefore, the role that these power plants play in 
polluting the nation cannot be denied (Lee, S. 2017).  

nced 
that the country would aim to close down the 10 coal-fired 
plants by 2025, while also replacing turbines at several power 
plants to increase efficiency and reduce emissions (Lee, 
S.2017). The government also stated that existing coal-fired 
power plants will be more tightly regulated through tougher 
emissions standards (Lee, K. 2017).  

To adhere to the standards presented by this agreement, 
the South Korean government has made a variety of attempts, 
including the installment of bike-sharing stations, enactment 

of fines on specific diesel-fueled vehicles and the 
discontinuation of government parking lots (Babe, 2018).  

However, many of these measures have had little 
success. In 2019, seven major cities in South Korea suffered 
record high concentrations of harmful PM 2.5 particles, 
leading to popular backlash over current regulation 
(McCurry, 2019). Following this crisis, the national assembly 
passed a series of bills in March to provide authorities access 
to emergency funds for measures to mitigate these high 
concentrations, such as the installation of air purifiers in 
classrooms (McCurry, 2019). It is unclear how effective this 
new regulation will turn out to be.  

The success of these regulations remains unclear as of 
the writing of this report. In all, the South Korean government 
can be said to take a moderately active role in placing 
regulations to reduce air pollution. However, based on the 
research we conducted for this paper, we do not believe that 
the implemented regulations are drastic enough to create 
significant changes in the number of days of poor 
atmospheric air quality. The government may need to take a 
more aggressive role in attempting to cut carbon if the 

gray.  
 

THE RELATIONSHIP WITH CHINA  
 

China is commonly identified as the greatest cause of 

be attributed to China. The study determined that 
approximately 48% of pollution originated outside of the 
country, from the following regions - 
Shandong Province, 9% from North Korea, 7% from Beijing, 
5% from Shanghai, and a combined 5% for the three regions 

and the West Sea (Sa-
sol, 2017). 

Experts also believe that the public blames China 

-do, a professor of 
environmental engineering at the University of Seoul (Harris 

share of the pollution blame is 20% (Harris and Beseoung, 
2017).  

The results are expected to silence those who blamed 
China the most for Korea's bad air quality. Some people even 
filed a compensation suit against the Chinese government 
earlier this year (Kim S., 2019). South Korea must 
acknowledge its own prominence in the harsh air pollution of 
the nation, rather than assigning blame solely to its neighbors 
(Hu, 2017). So far, the nation seems to be taking some action 
to do so. The National Assembly took action in February and 
March of 2019, passing several bills that paved the way for a 
3 trillion won (US$2.65 billion) emergency fund to tackle the 
problem and designated fine dust as a social disaster. A 
second law, the Special Act on the Reduction and 
Management of Fine Dust, granted the government the ability 
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to limit the use of vehicles, coal-fired power stations and 
building sites (Lee, D. 2019).  

As in many democratic countries with multiple political 
parties, when a national crisis occurs, the issue becomes 
politicized. South Korean President Moon Jae-in 
(Democratic Party) proposed a joint project with China to use 
artificial rain to clean the air in his country, but the Chinese 
Foreign Ministry Mr. Lu responded "I wonder if the South 
Korean side has any basis that its smog is from China," noting 
that fine dust readings have been higher in Seoul than in 
Beijing recently. "All countries realize that the cause is very 
complicated" (South Korea Proposes, 2019).  

The politics of the issue are growing complex. The floor 
leader of the conservative Liberty Korea Party, Na Kyung-
won, announced a necessity for Mr. Moon to address the 
current levels of air pollution as a national disaster (Kim, 
2019). For President Moon, the dirty air appears to be eroding 
his approval rating, which dropped to 44% in March 2019 
from a peak of 81% in June 2017, according to data from 
Gallup Korea (Lee, D. 2019).  

In all, the 
remains complex. While the particles blowing in from China 
are undeniably real, the truth remains that there is much that 
can be done within South Korea to mitigate its own carbon 

 
to hold China responsible, as scientists have attributed 
roughly 50% of harmful particulate matter pollution drifting 
over from multiple regions of China. However, it will not be 
easy to craft a mutually agreeable solution with the 
Communist power (Choi and Chao, 2019). 

The South Korean government and public must stop 
framing China as the sole source of blame. Rather, the nation 
must focus on its own internal affairs to reduce emissions. 
After such steps have been taken, diplomacy with China 
about joint-mitigation of carbon emissions may prove to be 
easier.  

 
IS COAL TO BLAME FOR THE FINE DUST 

PARTICLE?  
 
52% of air pollution generated domestically was created 

by the coal-fueled power industry, diesel cars/buses, heating 
homes, apartments, and office buildings, as well as 
diversified industrial manufacturing. According to the 
comprehensive report measuring CO2 emissions for all 
countries, South Korea ranked 9th in Fossil CO2 emissions. 
The top 10 nations on the list contributed 67% 
CO2 gases (Crippa, et al 2017).  

Nevertheless, there are many other countries in the world 
especially in Europe  that produce smog and pollution 

because coal is the primary source of their power generation 
plants, and a significant percentage of workers rely on coal 
production and/or economically rely on its supply chain.  

This is why the location of the last meeting of the UN 
Climate talks, Katowice, Poland, was significant: it is in the 
heart of the Silesia Coal region. There is significant tension 
between the advocates of the environment and those who 

want to protect the jobs that coal creates. The result of the 
December 2018 negotiations in Poland was a document that 
became known as the Paris Rulebook (Evans and Timberley, 
2018).  

 
WHAT IS IN THE PARIS RULEBOOK?  

 
Nearly 200 countries signed the Declaration at the end of 

the Katowice conference, pledging to follow a 156-page 
rulebook for implementing the landmark Paris Agreement on 
climate change (Cuddy, 2018). The landmark Paris 
Agreement 2015 deal aims to limit global temperature rises 
to "well below" two degrees Celsius (Cuddy, 2018). The UN 

nations that all countries are playing their part in addressing 

was finally reached when ministers managed to break a 
deadlock between Brazil and other countries over the 
accounting rules for the monitoring of carbon credits, 
deferring much of the discussion to next year (Cuddy, 2018).  

Specifically: The 256-page common rulebook, known as 
the Katowice Climate Change Package, is split into thematic 
sections. It details how countries should monitor and report 
their greenhouse gas emissions and the efforts they're taking 
to reduce them, and how they will update their emissions 
plans (Cuddy, 2018). Poor countries also secured assurances 
on getting financial support to help them cut emissions, adapt 
to changes, and pay for damages (Cuddy, 2018). 

Guidelines in the package also explain how to conduct 
 climate action has 

been by 2023 as well as the process for creating new goals on 
finance from 2025 onwardsto aid developing countries 
(Cuddy, 2018).  

 

GOODS LEADS TO INCREASED WEALTH 
 
After the Cold War, South Korea initiated a government-

backed export policy which led to great success. Since 2008, 
Korea has only had two quarters with a trade deficit. The 
trade surplus hit a high of $12BN in 2016 (Trading 
Economics Reference site, 2019).  

The trade surplus has declined since then, but over the 
last 10 years, one metric of wealth, GDP per Capita, has risen 
sharply. In 2009, GDP per Capita was $20,843  in 2018, it 
was $31,335, an increase of 50% (Trading Economics 
Reference site, 2019). Koreans now are ranked 28th in the 
world as measured by GDP per Capita wealth (Trading 
Economics Reference site, 2019). The data proves that 
Koreans' success in exporting their goods increased the 
economic well-being of the average citizen, who has more 
money to heat up their apartments and travel by buses or cars. 
Rising wealth per person leads to the ability to pay for the 
natural resources that create carbon dioxide  this is the core 
problem that conflicts with achieving the Paris Agreement 
targets.  
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CAR SALES IN SOUTH KOREA, 2008-2018  
 
In 2008, Koreans bought 1.2 million cars and light trucks 

(Dement, 2019). Sales rose steadily and hit a peak of 1.8 
million in 2015 (Dement, 2019). In the last three years, sales 
have fallen by less than 1%, with 1.78 million cars and light 
trucks sold in 2018 (Dement, 2019). Despite this recent fall 
in sales, it is reasonable to conclude that this drastic increase 

pollution the nation struggles with today (Dement, 2019). As 
the Korean car industry continues to grow, its environmental 
impact must be carefully examined. 

 
Year      Units Sold in South Korea  
2018      1.784.614  
2017      1.761.404  
2016      1.795.215 
2015      1.800.984  
2014      1.629.763  
2013      1.511.931  
2012      1.516.300  
2011      1.553.062  
2010      1.541.433  
2009      1.439.546  
2008      1.200.283  
Data from (Dement 2019)  
 

CARBON CREDITS 
 
Several emissions-trading schemes (ETSs) have been 

established to reduce CO2 emissions, such as the EU ETS, 
California-Quebec ETS, and New Zealand ETS, among 
others (Choi and Qi, 2019). The ETS provides a way to 
reduce pollutant emissions using market measures, which is 
more scientific and effective than compulsory administrative 
measures (Choi and Qi, 2019). The main compliance tools 
under the carbon ETS involve directly decreasing CO2 
emissions and purchasing emission allowances, and thus, 
power plants must be well-
costs and benefits (Choi and Qi, 2019).  

-fueled power plants have the potential to 
play a key role in reducing carbon emissions, as they account 

approximately 25% of its total carbon emissions (Choi and 
Qi, 2019). The energy and electricity-generation sectors 

based on that of the coal-fueled power industry (Choi and Qi, 
2019). 

Korea is the 11th largest economy worldwide and 

energy in 2017, making it the eighth-largest global energy 
consumer. Moreover, Korea accounted for 2.3% of global 
coal consumption in 2017, or sixth worldwide (Choi and Qi, 
2019). To shoulder more of its various responsibilities  
from curtailing global carbon emissions to relieving burdens 
on the domestic environment  the Korean government 

on-  
reduction policy in 2009, then passed a law mandating 
decreased national CO2 emissions by 37% below BAU levels 
by 2030 (Choi and Qi, 2019).  

The Korean government should strengthen its 
regulations to more effectively implement a green economy. 
Policymakers could impose a carbon tax; substantially 
decrease the carbon emissions-free quota; and provide more 
incentives, especially to the energy-intensive, resource-
saving, coal-fueled power plants.  

 
CONCLUSION 

 
This paper highlighted a conundrum that South Korea 

faces. The success of the government-backed economic 
programs, which emphasized investments in manufacturing 
export goods, was successful in creating a positive balance of 
trade, which accrued to the average worker as measured by 
significant increases in the per capita GDP. Companies that 
are selling goods at a profit want to produce more, which 
leads to an increase in industry-related air pollution. Workers 
with higher wages can afford to keep the heat on in their 
residences, which leads to an increase in CO2 emissions. And 
a stronger economy means more cars and trucks on the road, 
which also leads to an increase in air pollution. 

In 2019, only four years after the signing of the Paris 
Agreement, South Korea experie

judge the policy effectively. It is hard for observers who have 
studied the issue of South Korea to be optimistic at this time 
that the country can reduce its CO2 emissions by 37% in 11 
years.  

In a decade in which climate change is receiving more 
attention than ever, days with gray skies and complacent 
mask-wearing cannot become the norm. Students stuck inside 
and unable to play for fear of harmful particles in the air 
should not be normalized. Rather, one should feel safe on any 
day, when performing the most fundamentally human act of 
breathing. Students should be able to walk under a bright blue 
sky in a clean atmosphere without worrying about the air 
quality, worrying instead about friends or tests or what to eat 
for dinner. This is the future South Korea must envision.  
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Abstract  January 23rd, 2020, the first case of COVID-
19 was confirmed in Hong Kong. By March 2020, more 
than 130,000 citizens were unemployed, which is an 
increase of over 12,000 from the previous month. This is 
a 9-
rate. The current situation in Hong Kong is putting much 
pressure on its citizens, but it brings even more pressure 
to the domestic helpers living in Hong Kong. They are 
migrant workers looking to be employed by local 
households to work as live-
make up about 10% of Hong 
and are easily the most detrimentally affected by this 
pandemic both financially and mentally. However, the 
Hong Kong government has not done an adequate job 
alleviating the stress for these domestic workers, which 
makes it harder for them to survive this pandemic. This 
paper aims to study the socioeconomic impact of this 
pandemic on migrant workers in Hong Kong, specifically 
the domestic helpers. It will also explore some of the key 
issues that these workers face, and suggest the ways that 
the local government can alleviate those problems. 

Key Words  COVID-19, Hong Kong, Domestic Helpers, 
Migrant Workers 

INTRODUCTION 

January 23rd, 2020, the first case of COVID-19 was 
confirmed in Hong Kong. Hong Kong was one of the first 
countries to be hit by this global pandemic. By March 2020, 
more than 130,000 citizens were unemployed, which is an 
increase of over 12,000 from the previous month. This is a 9-

its financial secretary, Paul Chan, predicts that it will likely 
increase [6]. 

The current situation in Hong Kong is putting much 
pressure on its citizens, but it brings even more pressure to 
the domestic helpers living in Hong Kong. The 400,000 
domestic helpers are composed of 45% Indonesian and 44% 
Filipino women [23]. They come to Hong Kong looking to 
be employed by local households to work as live-in maids. 

working population [7], and are easily the most detrimentally 
affected by this pandemic. 

 
 

SOCIOECONOMIC BACKGROUND 
 

Helpers are an essential part of the Hong Kong lifestyle, 
as they fulfill many different roles for their employers. 
Depending on the household, they take care of the elderly or 
the children: they take the children to school, feed them, wash 
their clothes, spend time with them, and more. Although 

society and culture, they are not allowed to be a permanent 
resident of Hong Kong. This can bring many disadvantages, 
especially during a global pandemic. Unsurprisingly, the 
current situation in Hong Kong has made the lives of most 
domestic helpers worse both financially and mentally. 

The majority of domestic helpers in Hong Kong come to 
this city to support the big family they have back home. These 
helpers are aware that working in Hong Kong is a greater 
advantage for them, since if they worked in the Philippines, 
their minimum wage for working as a domestic helper would 
be around 800 HKD [19]. Whereas, if they were to work in 
Hong Kong, their minimum wage would be around 4,185 
HKD. That is why so many Filipino women choose to work 
in Hong Kong, and send their money to their families back 
home. These helpers mostly get into Hong Kong through 
employment agencies, who can set them up with employers 
and give them basic training as a helper. These agencies help 
the women learn how to cook, speak English, do the laundry, 
and take care of different family members [9]. 

Domestic helpers are the backbone to the economy of 
Hong Kong. A study done by ENRICH, a charity promoting 
the economic empowerment of migrant domestic workers, 
and Experian, a global information services company, 
concluded that these migrant helpers had contributed about 

does not include the indirect impact these domestic helpers 

of the work these helpers do for their employers amount up 
to 71.2 billion USD. Furthermore, helpers free up significant 
time for their employers, who, in turn, contribute up to 20.1 

time [7]. This means that, without these helpers, Hong 
 

Domestic helpers have a significant impact on the 
women of Hong Kong, and their representation in the 
economy. By taking care of the children and the elderly of the 
household, the domestic helpers make it possible for many 
mothers to have their own careers. According to Lucinda 
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ndividual 
families are able to access has significant knock-on effects, 
and allows them to attain a higher socioeconomic status 

rejoin the workforce in 2018, as they had their helper at home, 
looking after their children [7]. 

Helpers are also the backbone of the economy back in 
their home countries. The Philippines and Indonesia are 
especially reliant on helpers working in Hong Kong, because 
they, on average, send around 50-60% of their salary back to 
their home countries and support about 4 to 5 people in their 
households [8]. In 2018, around 33.7 billion USD were sent 
from overseas workers to the Philippines, and around 3% of 
the money was from domestic workers [7]. By sending much 
of their income back home, helpers are actually raising the 
GDP of their home countries, as the money they send over 
will be spent on goods and services in their country. 

status in their home country: within 4 years of working in 
Hong Kong, helpers double the income of their households in 
the Philippines and Indonesia [7]. The employability of the 

with increases as well, as helpers learn new skills from their 
years abroad. These helpers acquire many new skills in Hong 
Kong: cooking, personal finance, communications, and other 
life skills. By sharing these newly acquired skills, helpers 
make their own communities more educated [7]. Clearly, 
these domestic helpers play important roles in both economic 
and social development of their communities. 

 
HARDSHIPS HELPERS FACE  

 
Surprisingly, when these domestic helpers first arrive in 

Hong Kong, many are already in debt. This is because 
domestic workers bear a large financial cost, around 1,135 
USD, to get a job placement in Hong Kong, as they have to 
pay Filipino agencies for the transfer, and to become a worker 
in Hong Kong. These employment agencies also force 
domestic workers to undergo unnecessary training in order to 
increase their profits. The most surprising fact is that Filipino 
employment agencies are actually prohibited from charging 
placement fees [21]. Although most employment agencies 
charge workers a sizable illegal fee for the placement service, 
the helpers cannot really do anything about this, as there are 
plenty of helpers who are willing to go through this illegal 
process. And because most would-be helpers do not have 
enough money to pay this fee, the agencies connect them to 
lending companies. These companies give out loans in the 
Philippines, and collect the payments from Hong Kong. But 
the interest rate on these loans can get as high as 60% [18]. 
Many helpers get paid around 4600 HKD a month, just above 
the minimum wage of 4310 HKD. This means it takes them 
around 6 months just to pay this loan off [16]. However, if 
they were to switch employers in the middle of the 6 months 
paying period, the helpers would actually need to take out 
more loans, as they would have to pay more to the agencies 
for their transfer. Although this is a completely illegal 

practice, it has been normalized in Hong Kong. The legally 
permitted placement fee employment agencies in Hong Kong 

average loan that helpers have to pay back is around 11,321 
HKD or 1,459 USD, which is 25 times greater than the legally 
permitted amount [21].  

Even after the job payment the helpers also have to worry 
about unexpected expenses, as they remit around 2,119 HKD, 
or 46% of their monthly salary, to support around 3.6 
individuals, which not only include their immediate family 
members but also their extended family members, such as 
uncle and aunts. Often, these remittances are used to invest in 

rted, such as 
a small company or a shop [16]. Although the helpers remit 
much of their salary back home to fund these projects, their 
families also rely on these helpers to pay for worst case 
scenarios, whether it be a natural disaster or family 
emergency. Therefore, many helpers are forced to take out 
loans to help out their families [16]. These women are often 
the primary breadwinner of the family, and they are pressured 
to send money back to their home country, even when they 
do not have enough money for themselves [16]. 

Unfortunately, around 36% of these helpers lack 
understanding in personal finance, so they routinely finance 
their investments through loans rather than their savings, 
which swallows these domestic helpers into further debt [7]. 
Around 46% reported in a survey that they had outstanding 
loans from a lender in Hong Kong, and pay around 60% of 
their salary in loan installments each month. 80% of these 
loans were taken out from money lending companies, which, 
on average, give out loans at 12 month duration of 25% per 
annum [16]. 

 
THE IMPACT OF COVID19 ON HELPERS 

 
With the COVID-19 pandemic, the situation for helpers 

has gotten much worse especially their habit of loaning 
from predatory loan sharks. Because of COVID-19, Hong 

ers were pushed into debt traps: as 
many families of the helpers had no income while being 
under lockdown in their home countries, most helpers were 
forced to borrow more money so that their families could stay 
afloat. This means that they are actually loaning much more 
than they can afford to, and after this pandemic, they would 
have to keep working to pay off the debts that they have 
incurred. However, the money lending companies are not 
taking their situations into account, and are demanding their 
money 
more messages each day, I hope they understand the situation 

  
With the start of the pandemic and quarantine, many 

helpers were immediately faced with hardships. The 
pandemic offered around 60% of Hong Kong workers to 
work from home as a result of the pandemic [10]. This means 
that the helpers are pressured to do more work, as they have 
more chores to tend to the family members who are now 
spending more time at home. A survey found that around half 
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of the helpers in Hong Kong actually had increased workload 
since the pandemic has started [22]. Not only do the helpers 
have more work to do, but they also do not get to rest. 
Normally, during the weekends and holidays, the helpers 
would go to Admiral or Central and spend time with their 
friends on makeshift cardboard carpets. They would chat, 
play games, eat food, and just relax. However, this weekly 
ritual has been taken away from them due to the pandemic, 
as residents of Hong Kong could only meet with 2 people, 
and were strongly recommended to stay inside.  

For helpers who are living in the homes of their 
employers, their rest days do not feel like rest days, as they 

making it difficult for them to even relax. It is estimated that 
around 40% of helpers actually never left their residence 
since the pandemic has hit [22]. Many of them were strongly 
urged by their employers not to go outside, which the helpers 
themselves thought was too dangerous. Unfortunately, being 
confined to the same space with their employers for so long, 
with no way to truly relax, has only increased their stress. 
Sheila Tebia-Bonifacio, the chairwoman of Gabriela Hong 
Kong, an organisation that supports Filipinos in Hong Kong, 
has raised concerns about domestic helpers not getting an 
appropriate living space in their working household. 
Research done by an NGO found that 3 out of 5 domestic 
workers in Hong Kong either endure alternative 
accommodation arrangements or their designated bedroom 
serves other multiple functions in the household [22]. Tibia-
Bonifacio stated that helpers should be allowed to go out of 

However, during this pandemic, many were mistreated, as 
around 20% of helpers did not receive their rest day, and one 
helper even claimed that she has not had a rest day for 9 
weeks [22]. 

 
IMPACT OF COVID19 ON EMPLOYMENT STATUS 

 
To make matters worse, some helpers were fired during 

this pandemic. There are different reasons why the helpers 
were fired during this pandemic: ranging from arguments 
over the time helpers were allowed to spend outside the house 
on their days off, to employers claiming they had lost their 

unemployment hit a nine-year high in February with 3.7% of 
the workforce unemployed [6]. Whatever the case, more 
helpers are getting fired. For example, just between February 
9th and March 25th, the Philippine Consul General Raly 
Tejada reported that the consulate had assisted 70 displaced 
Filipino workers, 93% of whom were affected due to the 
relocation of their employers [24].  

Getting fired is a horrible ordeal for many helpers, as 
they only have 2 weeks, according to the law, to either find a 
new job or go back to their home countries [13]). This 2 week 
rule, even without the restrictive conditions of a pandemic, is 
absurd. This is clear as even the immigration department of 
Hong Kong acknowledged in a letter to Amnesty 
International that processing an application for a change of 

-
documents are received. This basically forces many workers 
to leave the territory until the government approves their 
paperwork [1]. Even if the helpers apply for a visa extension 
(costing 160HKD per fortnight), the helpers cannot work 
while they are waiting. Meanwhile, they have to pay for food 
and shelter, which would put them in debt. This explains why 
word of mouth from employer to employer is so important to 
the helpers: as it is virtually impossible to get a new employer 
through the government, their next employment can only be 
found through their current employer. This also is why it is 
very hard for helpers to file a complaint against their 
employers, as this would ruin their reputation and 
relationship with their employer, which in turn makes it 
extremely difficult for the helpers to find new jobs. And even 
if the helpers decided to seek justice through a labour tribunal 
case, it takes at least 2 months to get a case processed, which 
means that it is extremely difficult for helpers to seek justice 
[1]. 

Nevertheless, many helpers were usually not affected by 
this 2 week rule, as it is required by law for their employers 

giving them enough time to either look for a plane ticket back 
home or find new employers [11]. However, because of the 
pandemic, many helpers were fired due to sudden relocation 
of their employers: 93% of helpers who were fired between 
February and March were fired because of the relocation of 
their employers [24]. This means that it was difficult for the 
employers to give the legally-
Witho
helpers to find new jobs, as they are only allowed to stay in 
Hong Kong for 2 weeks, which is not enough time to find a 
new employer or get their visa extensions approved [11]. 
Their only option is to go back to their home country before 
the 2 weeks period is over, or they will be fined. But finding 
a plane ticket back to their home country is harder now than 
before, even more so if their home country is severely 
affected by the COVID-19 [9]. 

On top of these problems, helpers also have to deal with 
their housing situation while unemployed. They either have 
an option to stay at a hotel, which is too expensive, or at the 
housing units offered by their agencies. However, the 
housing units offered by the agencies are often unethically 
overpriced. They are 80 HKD per night, which is around 10 
USD, while they have to buy all their necessities such as food, 
clothes, toiletries etc. This actually puts a bigger burden on 
them as they often have to pull money from their savings [20]. 

The personal stories of how the lives of domestic helpers 
changed after getting fired displays how discrimination is 
taking place in Hong Kong. Under the Disability 
Discrimination Ordinance, it is unlawful for employers to 
terminate contracts with their employees on the grounds of 
any disability, including infectious diseases. But unions 
stated they had received dozens of complaints from workers 
who had been fired after falling ill [14]. An example is of an 
Indonesian woman named Susanti, who arrived in Hong 
Kong in late February, but fell ill with stomach problems 
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her to a hospital, where she was tested for the coronavirus. 
Her test came back negative the next day, but Susan
employer insisted she be quarantined for two weeks with no 
pay, then terminated her contract three days later. The 
employer brought Susanti back to the agency, where she 
loudly insulted her and called her a pig. Susanti then had to 
fly back to Indonesia on March 25, with only 600 HKD in 
cash, as it was nearly impossible for her to find a new 
employer in 2 weeks, with the raging COVID-19 pandemic. 
This is just one example of dozens of similar cases that are 
happening in Hong Kong [17]. They were unjustly fired, and 
not given the right protections and treatment either. Mission 
For Migrant Workers the longest standing charity for 
domestic helpers found through a survey that 11-14% of 
helpers had not received masks or sanitizers from employers 
[22].  

Even though many helpers are mistreated by their 
employers, they are hesitant to actually lodge a complaint 
with the Equal Opportunities Commission. Even before the 
pandemic, writing a complaint about their employers resulted 
in a very bad reputation for the helpers and made it hard for 
them to get another job in Hong Kong. This is because the 
helpers rely heavily on word of mouth to get new jobs. So, if 
their relationship or reputation is ruined with their employer 
they cannot find a new job, meaning they would have to go 
back to their home countries. 80% of people surveyed by the 
Helpers Union in Hong Kong stated that they have faced 
discrimination during the pandemic, but did not know that 
they could even file a complaint with the EOC [14]. 
Furthermore, amidst the pandemic, the EOC has announced 
that they will ban all their online complaint forms and only 
allow complaints filed in person [12]. This is because they 
realized that their online complaint form was just too 
confusing for both the helpers and the EOC to deal with. 
However, this is worse for the helpers, as physically going to 
the EOC to write their complaints is more time-consuming 
and inconvenient. On top of that, the limited manpower 
present at these offices during the pandemic has been an issue 
as well: 21 workers reported encountering difficulties with 
government services, such as being unable to file grievances 
due to limited services at the Labour Tribunal and Labour 
Department [22]. 

Because of the immense stress that these workers face, a 
majority 
Recently, a helper actually committed suicide due to the 
financial and mental stress of the pandemic. In an interview, 
Lucinda Pike, the executive director of ENRICH, told the 
story of how this helper felt trapped by this pandemic, and 
thought that the only way to escape was through suicide. The 

barely getting any rest, they can start to have unhealthy 
thoughts. This can worsen as it seems like the whole society 
and the government are against them, not getting any help 

from the governments of their home countries [20]. Pike 

low incom
Kong, that would be the domestic helpers. 

 
RELIEF EFFORTS 

 
Nevertheless, the Hong Kong government is not doing 

their best to alleviate the challenges that these helpers are 
facing. Domestic helpers are ineligible for permanent 
residency in Hong Kong, even after they have lived here for 
7 years, which is the minimum someone has to stay to apply 
for a permanent residency [3]. This means that the helpers are 
also ineligible to receive the 10,000 HKD relief package that 
the permanent residents of Hong Kong can get. Many 
organizations have asked that domestic workers be included 
in the distribution of the relief packages, but the government 
refused. In response, the chairwoman of the International 
Migrants Alliance 
share the burden, to stay in the house although that means 
more work for us not to meet our friends, and keep Hong 

A helper from the Philippines said: 
we are not even considered as human beings in distress. Is it 

us? Why are we being neglected in times of cr
reflects the anger these helpers must feel. 

In the absence of governmental assistance, non-profit 
organizations, like ENRICH and Mission For Migrant 
Workers (MFMW), have stepped in to alleviate some of the 
stress that these helpers are feeling. For example, ENRICH 
has hosted mental awareness seminars through Zoom to help 
alleviate the anxiety and depression that many helpers are 
experiencing at the moment. ENRICH has also kept its 1:1 
financial counseling sessions going online. Other NGOs in 
Hong Kong have also distributed masks and other personal 
protection equipment that have become a necessity for this 
pandemic. Through their quick actions, these organizations 
provided some much-needed relief to the helpers. 

The Filipino and Indonesian government also provided 
some relief to these domestic helpers. The two governments 
have been distributing masks and other personal protective 
equipment to their citizens in Hong Kong. The Indonesian 
government has also given out 200 USD relief packages and 
distributed around 223,320 masks to their helpers as a way to 
lift some of their financial burdens [24]. The two 
governments are trying their best to help out the domestic 
workers, as they play a very vital role in their economies. 

 
LIMITATIONS 

 
Because COVID-19 is an ongoing pandemic, not much 

academic research has been done on its specific impact, let 
alone its impact on domestic helpers of Hong Kong. This 
limits the number of academic sources available. However, 
using previous research done before the pandemic on 
domestic helpers and socioeconomic issues that affect them, 
this paper aimed to analyze the impact of the pandemic and 
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heavily on sources from the media, as the stories of the 
helpers can be useful in providing context to what is 
happening to the helpers of Hong Kong.  

CONCLUSION  

To alleviate any unnecessary pain in the most vulnerable 
population of Hong Kong, the government should be more 
involved in the issues related to domestic helpers. However, 
the Hong Kong government has not done an adequate job. 
For example, the Labour Department, between 2014 and 
2015, only secured 10 convictions for overcharging. This 
included agencies or unlicensed operations, and were fined 
1,500 HKD to 45,000 HKD which is only 193 USD to 5,800 
USD [21]. Considering there are thousands of unethical 
agencies in Hong Kong, taking down 10 and barely fining 
them shows how little the government is doing at the 
moment. Meanwhile, due to the pandemic, helpers are forced 
to take out more loans, mainly from unethical agencies. The 
government should use more of their power to bring down 
these illegal agencies and money lending companies so that 
they cannot operate again. This will encourage the domestic 
workers to choose the few ethical and legal agencies and 
money lending companies to take out loans. Although the 
process for lending would take longer, it will ultimately 
benefit the helpers and the community in the long run, even 
after the pandemic. 

The government can also implement new laws in favor 
of domestic helpers: it can extend the 2-week time period for 
helpers to either find a new employer or move back to their 
home country, and provide shelters for those in between jobs. 
Extending the grace period to a month or two, and providing 
public shelters just for this situation, can make all the 
difference for these domestic workers. Given the longer 
transition period, the Immigration Department can have time 
to process these helpers to other employers. It also will allow 
more time for helpers who have faced discrimination to 
prepare for Labour Tribunal cases, which will punish those 
who have been unfair towards their employees, and make 
sure the same injustice never happens again. With the 
government funded shelters, they would have less financial 

as most existing shelters in the city are run by churches and 
nonprofit groups that lack financial support [3]. 

The Hong Kong government should also provide private 
spaces for these helpers to rest on their days off, while 
socially distancing and abiding by the appropriate laws. To 
ensure that the helpers abide by the social distancing rules, 
the Hong Kong government can regulate the admitting 
process. This can be done as it is currently done in shopping 
malls, where hundreds of people wearing masks are together 
in confined places. The helpers would enter these facilities 
with their temperature checked, and then they would be 
divided in groups. The Hong Kong government can also 
benefit from this, as they can test the helpers with higher 
temperatures for COVID-19. 

The NGOs should also continue doing their absolute best 
to help the lives of these domestic helpers. With the mental 
health awareness seminars and 1:1 financial counseling 
sessions, ENRICH not only boosts the morale of the helpers, 
but also encourages the workers to gain a new skill set. Other 
NGOs, such as MFMW, have distributed personal protection 
products to helpers. However, the most effective way to 
achieve progress is for the general public to have a different 
mindset towards the helpers. As Eman Villaneuva, a 
domestic worker and spokesperson for the Asian Migrants 

family, you should include your domestic worker.... By 
leaving one unprotected, you are putting all your family at 
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Abstract - Since his election in 2016, President of the 
Philippines Rodrigo Duterte has pursued violent anti-
narcotic police operations, resulting in the deaths of more 
than 27,000 suspected drug users and dealers. Police 
forces have worked to conceal the bloody consequences by 
hiring paid killers and deliberately planting false 

as a success of his presidency, but his actions have drawn 
condemnation from international human rights 
organizations who have accused him of crimes against 

crackdown is necessary to combat rampant drug-related 
crime in the Philippines, with 82% of Filipinos satisfied 

and crime in 

drugs constitutes a systematic policy of brutality and 
repression; supporters see it as an effective anticrime 
measure. This paper will examine the current state of the 
Filipino anti-
inherent violence may or may not be justified.  

Key Words - Philippines, narcotics, Duterte, violence 
 

INTRODUCTION 

I. Background 

Since his election as the 16th President of the 
Philippines in 2016, Rodrigo Duterte has maintained, 
endorsed, and enacted a strict anti-narcotics policy centered 
around the extrajudicial murder of alleged drug users and 

on Drugs has climbed to nearly 27,000 according to Human 
Rights Watch, with the vast majority of killings being 
committed by police, paramilitary officers, and vigilantes 
outside the course of regular judicial proceedings. With only 
three policemen having been convicted of murder since 

that the Philippine National Police (PNP) have been granted 
near-absolute impunity from prosecution (Gutierrez, 2018). 
Far from denying the violence, Duterte has embraced it: in 
one memorable press conference, he equated his policy with 

happy to slaughter them. If Germany had Hitler, the 
Philippines would have (me)

 

II. Past Policies: Duterte in Davao 
 

insight i
and his record of systematic extrajudicial killings. Duterte 
was elected to his first political position in 1988 as Mayor of 
Davao - 
- 
the capital of the southern island of Mindanao, Davao was in 
a near-constant state of undeclared war between government 
forces, communist insurgents, drug-trafficking gangs and 
Muslim separatists; Duterte promised th
his tough-on-crime approach would bring peace and security 
to the streets (Marshall, 2016). He quickly established a 
reputation as a political infighter who was ready to get tough: 

greeted 
by a gold-

shooting three criminals himself during a police operation 
(Mogato et al., 2016). 

As police enforcement in Davao increased, the city 

2015, the region enjoyed an economic growth rate of 9.4% 
and Davao itself was named the 5th safest city in the world 
(Hegina, 2015). This newfound sense of order made Duterte 
a celebrity among residents, while his official logo - a 
clenched fist - 

 (Mogato et al., 2016).  
But Davao was also the place where the brutality of 
 approach started to become mainstream. The so-

oversight. More than 1,400 petty criminals, drug pushers, and 
even unaccompanied street children died at the hands of the 

and his ascendance to the presidency in 2015 (Marshall, 
2016). Although Duterte officially denied the existence of 
this paramilitary arm of the municipal government, he 
continuously maintained that his anti-crime model was 
effective because of its often violent consequences. During a 
campaign speech in 2016, he took his personal outlook to the 

ou are afraid to kill 

(Mogato et al., 2016). 
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ELECTION AND LEGISLATION 

Duterte used Davao as the foundation of his case for 
aggressive policing throughout his 2016 presidential 
campaign. Propelled by expletive-laden language and 
populist rhetoric, he eventually won the election as a dark 
horse candidate in a highly contested five-way race with 39% 
of the total vote (Head, 2016). The 2016 general election also 

-Laban party and 
its allies - - 

was further cemented by the collapse of the opposing Liberal 
Party during the 2019 midterm elections, when it failed to 
elect a single senator to a vacant Senate seat due to a complete 
lack of internal cohesion (Head, 2016). This provided Duterte 
with unprecedented legislative power and enabled him to 
immediately launch the Drug War upon his formal ascension 
to the presidency in June 2016 (Smeallie, 2019).  

 
I. Endorsement of Violence 

political platform: the President has consistently endorsed 
and even glamorized the indiscriminate use of force against 
small-scale drug pushers and users regularly in his campaign 
speeches (Hincks, 2016). During his presidential campaign, 

Presidency], watch out because the 1,000 [people allegedly 
executed while Duterte was mayor of Davao City] will 
become 100,000. You will see the fish in Manila Bay getting 

June 4, 2016, he later issued a more sinister warning to drug 

thereby publicly implicating himself in the extrajudicial 
brutality for the first time (Ellis-Petersen, 2018), but 

distinguishes his behavior on the global stage from most other 
heads of nominally democratic states.  

II. Scope and Scale 

Aside from two month-long suspensions in 2017 
when the Philippine Drug Enforcement Agency (PDEA) was 

has been the Philippine National Police (PNP) (Kine, 2017). 

killings because they fail to take into account thousands of 

openly linked to the authorities (Coronel et al., 2019). 
Although the PNP has reported 5,526 extrajudicial killings 
committed directly by police officers during altercations with 
suspects, the exact number of fatalities is therefore difficult 

cides under 
-2018, 

the PNP stopped disclosing figures in this category, at which 
point there were more than 23,000 such cases recorded; this 
brings the total death toll to roughly 27,000 as of mid-2019 
when estimates were last put forward by expert studies of the 

 
 

METHODOLOGY OF KILLINGS 
 

I. Vigilante Violence 
 

A majority of the extrajudicial murders are 
conducted by non-police vigilantes and are classified as 

their reduced reporting of drug-related killings. Independent 
investigations by both domestic and international agencies 

hired b

[armed assailants] would wear civilian clothes, often all 
black, and have their faces shielded by balaclava-style 

special crime scene investigators would arrive within 

killings are mere agents of the police. Amnesty International 
was able to corroborate this theory from interviews 

2019); BBC provided further corroboration through an 
exclusive interview with contract killers hired by the police 
to kill alleged drug offenders (Gabuco, 2016). The latter 
source also revealed that many vigilantes are simply lower 
economic-status locals initially attracted to the valuable 
commissions who often later find themselves unable to leave 
the team once they are involved due to the threat of 
assassination (Gabuco, 2016).  
 

II. Buy-Bust Narrative 
 

The PNP has attempted to further conceal its role in 
the extrajudicial killings by providing a so- -
rationale, which claims that plain-clothed police officers 
launched sting operations targeting local drug dealers 
(Hincks, 2016). Once the targets were aware that they were 
interacting with the police, they supposedly attacked them 
(according to the PNP), forcing the police operatives to 
retaliate and kill the suspects. The alleged claim of 

unconditionally throughout reports on use of force by the 
PNP; in 14 of the 17 Bulacan police reports it examined, the 
Amnesty International report found that police had cited 
undercover operations with drug dealers followed by self-

(They Just Kill, 2019).  
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-
narrative reveals that the accounts of events told by local 
civilians are completely at odds with the police reports. 
Widespread outrage resulted when surveillance footage 
confirmed that seventeen-year-old Kian delos Santos had not 

described 

him to a cul-de-sac, handed him a handgun and shot him as 

within the PNP acknowledged that many other deaths were 
similarl
deliberately created security blind spots (Mogato et al., 
2017). Contrary to the usual pre-arranged nature of sting 
operations, policemen also often barged into the homes of 
suspects and family members and physically subdued them 
without prior warning (Coronel et al., 2019).  

III. Police Reliability 

Even in cases where forensic evidence is not 

credibility in comparison to the testimony of witnesses and 
family members. One of the most telling characteristics of the 
police reports is the formulaic nature of their observations, 

Dr. Raquel Fortun, a forensic pathologist at the University of 
the Philippines, who observed multiple gunshot wounds far 
beyond the level of disabling an assailant during over a dozen 
independent autopsies of victims. Furthermore, an even more 
troubling trend is the falsification of evidence by police; 
several former officers have admitted to routinely planting 
guns and drug packets at crime scenes to create the 
impression of armed resistance (Mogato et al., 2017).  

 
POLITICAL SILENCING OF CRITICS 

his invocation of political force as a means to silence his 

him to retaliate against vocal opponents without fear of 
backlash, starting in June 2016 with Leila de Lima, one of the 
few remaining Liberal Party senators who led an 
investigation to determine the extent to which the executive 
branch was responsible for the deaths of Filipino citizens. 
Lima becam

was accused of drug trafficking and eventually subjected to a 
congressional inquiry (Macaraeg, 2019). Lima was arrested 
in February 2017 and still remains imprisoned, awaiting trial 
as of April 2020. She continues to denounce Duterte, calling 

(Santos, 2020).  
ble charges, 

Duterte revoked the amnesty of Liberal Party Senator 

Antonio Trillanes IV, immediately arresting him and forcing 
him to remain on the Senate premises. Trillanes had 
previously been pardoned in 2011 by former president 
Benigno Aquino III for his involvement in a 2007 military 

exploitation of a political technicality to eliminate one of his 
most outspoken critics (Villamor, 2018). In November 2019, 

icial 
Proclamation No. 572 to this effect, paving the way for 

-
CBN, 2019).  

With de Lima and Trillanes removed, Duterte was 
then able to turn his attention to Vice President Maria Leonor 

o, who was elected vice president as a 
member of the Liberal Party during the separate vice 
presidential election of 2016. On October 31, 2019, Duterte 
appointed her co-chairman of the Inter-Agency Committee 
on Anti-Illegal Drugs (ICAD), effectively putting Robredo in 
charge of the war on drugs (Valente, 2019). However, after 

immediately removed her from the position on November 24, 

(Lema, 2019). Subsequently, the PNP launched a separate 
sedition case accusing Robredo, de Lima, Trillanes and their 
colleagues for attempting to destabilize the nation by 

 
 

INTERNATIONAL RESPONSE 
 

I. Human Rights Defenders 
 

 

scrutiny by global human rights organizations, including 
Human Rights Watch and Amnesty International. Both 
organizations conducted independent investigations into 

violence, and found evidence directly connecting the 
extrajudicial killings to the President himself. Both 

of the campaign implicates him...in command responsibility 

United Nations and international governance institutions take 
immediate measures to prevent more egregious human rights 

 2017).  
 The international scrutiny culminated during the 
41st session of the United Nations Human Rights Council on 

During the debate, member nations led by Iceland drafted 

Philippines...to prevent extrajudicial killings... in accordance 

g the 

The International Young Researchers' Conference 109



allegations of human rights violations in the Philippines, 
particularly those involving killings...arbitrary arrest and 
detention, the intimidation and persecution of or violence 

2019). In order to combat these violations, the resolution 
called for the Philippines to comply with an independent 
investigation by the High Commissioner for Human Rights. 
Despite fierce resistance from the Philippine delegation led 
by Evan Garcia, the resolution was adopted by a narrow vote 
of 18-14 (van Sant, 2019), which immediately triggered 
retaliatory measures by the Duterte administration whereby 
state companies and agencies were effectively barred from 
continuing business with nations who had supported the 
resolution (Lema, 2019). However, the unilateral boycott was 
lifted on March 4, 2020 seemingly without any substantial 
economic impact; whether this constitutes a partial 

community remains to be seen (Santos, 2020). 

II. International Court of Justice 

 ruthless pursuit of his drug eradication 
policies also drew the attention of the International Criminal 
Court (ICC), and its prosecutor, Fatou Bensouda. On 

egard to 

Prosecutor, 2018).  
Although Bensouda noted that a preliminary 

of examining the information...on whether there is a 

from the Government of the Philippines regarding the 
opening of the ICC inquiry (Lema, 2019). In an official 
statement published by Duterte on March 13, 2018, the 
Government asserted that the police killings did not 

2018). The same statement also declared that the Philippines 
would immediately withdraw from the Rome Statute upon 

one-year delay period integrated into the Statute, the 
withdrawal was officially recognized on March 16, 2019, 

2019).  
However, the withdrawal has no effect on the 

Cour
period in which the Philippines was a member; therefore, 
Bensouda continued her investigation into crimes committed 
between July 1, 2016 (the official beginning of Operation 
Double Barrel) and March 16, 2019. In December 2019, in 
her annual report of all preliminary examination activities, 

modus operandi 

con

authorization for further investigation. Shortly after the 
Duterte asserted that he 

would refuse to comply with her inspection, telling reporters 

 al., 
2019).  
 

ASSESSMENT 
 

I. Possible Justifications 
 

Despite the widespread international condemnation 

supporters insist that a stronger anti-drug policy is necessary 
to combat the illicit drug trade that has plagued Filipinos for 

epidemic proportions and [became] one of the top priorities 

specifically, most Filipino dealers were involved in the trade 

patients in the Philippines had been hospitalized due to shabu 
use (Dangerous Drugs Board, 2019). The Dangerous Drugs 

Nationwide Survey on the Nature and Extent 
of Drug Abuse yielded an approximate total of 1.8 million 
current users, or 1.8% of the entire population of the 
Philippines, the highest rate of shabu use per capita in East 
Asia (Gavilan, 2016).The latter was acknowledged even by 

2015 pastoral letter which described shabu being sold in a 

observations seem to indicate that drastic and proactive 
policing strategies are needed to combat violent drug-related 

policy as a desperate measure in desperate times.  
 

II. Public Approval 
 

The strong condemnation from international critics 
also sharply contrasts with Filipino public opinion polls that 
reflect overwhelmingly positive reactions to what citizens 
perceive as an unprecedented stand against endemic drug-
related crime in the Philippines. According to Social Weather 
Stations (SWS), an independent polling agency recognized as 
credible and competent by the Roper Center for Public 
Opinion Research of Cornell University (Ithaca, New York), 
a survey conducted in June 2019 found 82% satisfied with the 
War on Drugs,  and 12% dissatisfied, resulting in a net rating 

 +77...net 
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survey rounds since the beginning of the survey in September 

at 70% or higher indicate widespread public support for 
-drug policies.  

It is also illuminating to investigate the rationale 

approach to law and order. 40% of the participants who were 

suspects had lessened

among the 12% who said they were dissatisfied with the War 
on Drugs in the June 2019 survey, the primary reason was 

2%). The issue of 

not attributable to lack of public awareness regarding the 

December 
there have been many human rights abuses in the 

is reasonable to conclude that a majority of Filipinos view the 
extrajudicial killings as a necessary human cost in order to 
combat the deeply rooted drug-related crimes in the 
Philippines.  

III. Policy Effectiveness 

-drug policy 
produced measurable success has been questioned by both 
the political opposition and PNP insiders. While de Lima and 
Trillanes focused on the growing death toll and human rights 
abuses occurring within the program, Vice President Robredo 

effectiveness. In her speech on January 6, 2020, concluding 
her short-lived term as commander of the crackdown, 

the government seized 1,344kg of shabu from January to 
October 2019 compared to roughly 156,000kg consumed by 
users across the nation (Cepeda, 2020). She attributed this to 

-level 
enforcement, going after the small-time pu
Her sentiment was quickly echoed by Romeo Caramat, 
current head of drug enforcement at the PNP; on February 7, 

effectively targeted by police operations, leading to 
 

CONCLUSION 

This research paper has explored the Philippine 
Drug War from a practical policy standpoint. On one hand, 
the enforcers of the crackdown have exercised widespread 

extrajudicial violence against alleged drug dealers and 
pushers. Their efforts are directly connected to President 
Rodrigo Duterte and his allies at the highest levels of 
government, who have publicly authorized and orchestrated 
the attacks through funding and incendiary rhetoric. Despite 

statistics, inquiries by human rights organizations have 
alerted the global community of possible crimes against 
humanity committed by the Duterte administration.  

enormous domestic success. His embrace of overt force and 
controversial political techniques has allowed him to 
eliminate key dissidents including Vice President Leni 
Robredo and Senators Leila de Lima and Antonio Trillanes. 
Meanwhile, his pursuit of proactive police operations has 
mostly prevented illegal narcotics from being traded out in 
the open. In doing so, Duterte has answered one of the key 
demands of the Filipino people; his methods of curbing the 
rampant drug trade have been met with remarkably consistent 
public approval despite ongoing controversy regarding their 
actual effectiveness. Therefore, those who seek to enforce 
justice must take into account the unique internal 

Drug War.  
 

REFERENCES 
 

 
Convicted I The New York Times, 
29 Nov. 2018.  

 
Human Rights Watch, 13 July 2017.  

 
 

The 
Washington Post, WP Company, 28 Sept. 2016.  
 

Marshall, Andrew R.C., and Manny Mo  
Death Squads Very Much in Business as Duterte Set for 

Reuters, 26 May 2016.  
 

 
Financial Times, 2 Feb. 2017.  

 
s: Duterte Imposes  

Reuters 
Investigates, 28 Dec. 2016.  
 

 
The Philippine Daily 

Inquirer, 24 June 2015.  
 

lippines Election: Maverick Rodrigo  
BBC News, 10 May 2016.  

 
 

he 
Temple International and Comparative 

Law Journal, vol. 33, no. 1, pg. 173, 24 May 2019.  
 

The International Young Researchers' Conference 111



Al Jazeera, 9 Sept. 2016.  
 

 
You A  BuzzFeed 
News, 5 June 2016.  

Ellis-  
The Guardian, Guardian 

News and Media, 28 Sept. 2018.  
 

tes Police in  
Human Rights Watch, 5 Dec. 2017.  

 
  

Drug The Atlantic, Atlantic Media Company, 19 
Aug. 2019.  
 

Human Rights Watch, 16  
Jan. 2020.  
 

 
BBC News, 26 Aug. 2016.  

 
 

Police  Describe Kill Rewards, Staged Crime Scenes in 
Reuters, 18 Apr. 2017.  

 
 

Rappler, 6 Dec. 2019.  
 

 
Al Jazeera, 21 Jan. 2020.  

 
Villamor  

The New York Times, 25 Sept. 
2018.  
 

 
ABS-CBN, 18 Nov. 2019.  

 
- 

Drug The Manila Times, The Manila Times 
Publishing Corp, 5 Nov. 2019.  
 

-Drugs Panel, Philippines  

Cameron-Moore, Reuters, 25 Nov. 2019.  
 

 VP's Sedition Case  
Manila Bulletin News, 3 

Jan. 2020.  

United Nations Human Rights Council (UNHRC).  
and Protection of Human Rights in the 

United Nations General Assembly, 
A/HRC/41/L.20, 5 July 2019.  

 
NPR, 

11 July 2019.  

  

Loans, 
Reuters, 20 Sept. 2019.  
 

 
CNN Philippines, 4 

Mar. 2020.  
 

  
Examination Ac International Criminal 
Court, 5 Dec. 2018.  

 
 

on Rappler, 14 Mar. 
2018.  
 

Singh, Param-  
Block Justice for 'Dr Human Rights Watch, 18 
Mar. 2019.  
 

 

by Alex Richardson, Reuters, 20 Dec. 2019.  
 

 of  
Illegal National Institute 
on Drug Abuse, 2004.  
 

 
Rappler, 19 Sep. 2016.  

 
 

 Rappler, 5 Jan. 2016.  
 

 
Social Weather Stations, 22 Sept. 

2019.  
 

 
Weather Social Weather Stations, 15 Jan. 2020.  
 

 
Rappler, 6 Jan. 2020.  

 
 

in 
Reuters, Thomson Reuters, 7 Feb. 2020.  

The International Young Researchers' Conference 112



Pandemics, Surgical Masks, and Japanese 
Collectivism 

 
Brayden Li-Kato 

The Fessenden School; Newton, MS, United States 
Email: brayden.likato06@gmail.com 

ABSTRACT - This paper explores the history, effects, 
and responses to the 1918 influenza pandemic and the 
2020 coronavirus pandemic in Japan. It argues that the 
mask wearing culture in Japan has resulted from 
collectivism in the country. Masks are not very effective 
in protecting yourself, but only prevent you from 
spreading viruses to others, and so this is for the benefit 
of the community and not something selfish. It draws 
from various sources, including academic papers, news 
articles, posters about pandemics, and other sources on 
collectivist theory. Part ethnography, the paper also 
draws from personal and family experience living in 
Japan these past few months.  

Keywords - collectivism, ingroup, outgroup, pandemics, 
Japan, coronavirus, 1918 pandemic, COVID-19  

INTRODUCTION 

Background  

The 1918 pandemic, also known as the Spanish 
Influenza, was a devastating public health crisis that infected 
an estimated one third of the Japanese population.1 Of those 
who were infected, around 200,000 people are estimated to 

population was around 60 million people at the time, and 
therefore the death rate in Japan was lower than in most other 
countries.2 To protect against the influenza virus, the 
Japanese government advised people to wear masks, to 
gargle, and get inoculated.3 The pandemic ended in 1920, but 
people in Japan continued to follow these practices long after. 
One hundred years later, there is a new reason to wear 
surgical masks globally: the 2020 COVID-19 pandemic.  

 

Thesis and Methods  
 
This paper focuses on masks and why Japanese 

people continue to wear them. It demonstrates that wearing 
masks in public is an aspect of Japanese culture that stems 

articles from the 1918 pandemic and news articles from 2020 
to describe both crises and draw parallels between them. 
Partly an ethnography, the paper draws from my experiences 
living in Japan during the COVID-19 outbreak. Finally, it 

references scholarly writing about collectivism and 
individualism in Japan to argue that the practice of wearing 
masks has persisted after the 1918 pandemic because people 
care about the greater good more than individual concerns. 
 

OVERVIEW OF THE 1918 PANDEMIC IN JAPAN 
 

The influenza pandemic in Japan had three waves. 
The first wave was relatively mild, and many brushed it off 
as a minor influenza. However, the second and third waves 
were devastating, not only in Japan, but worldwide.4 It is 
estimated that one third of the Japanese population was 
infected at one point. The flu in Japan was observed to affect 
young, healthy adults disproportionately, similarly other 
countries. However, records about mortality and morbidity 
rates in Japan are hard to find because they have not been 
preserved very well: many were destroyed in the firebombing 
in Japanese cities, meaning that it is hard to find reliable 
statistics.5 

The Japanese government took some measures to 
prevent the spread of influenza. For example, a gargle was 
provided at some train stations for free, and people were also 
told to gargle after going out. Furthermore, police officers 
and the military were required to wear masks. The main 
methods used to communicate with the public about the crisis 
were printed leaflets and posters.6 These posters reveal the 
attitude of the government during the pandemic: they posters 
cautioned Japanese citizens of the dangers of the flu and how 
they could prevent themselves from catching it. Even though 
these posters were a good way to spread information, and 
their tone was often quite urgent, overall the government did 
not do too much in order to prevent the spread of the 
pandemic. For example, for reasons that are now lost to 
historical archives, the Japanese government did not ask 
businesses to close.7 
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Figure 1: 
of Health. March 1922.8   

 
Across the center: 

 
 

 

Figure 2: 
of Health. March 1922.9  
Across the top: "The contagious wind of bacteria that should 
be feared!"          
Across the bottom: "No mask, no life!"  

OVERVIEW OF THE 2020 CORONAVIRUS 
PANDEMIC IN JAPAN 

One hundred years later, there is another major 
respiratory disease outbreak worldwide. The COVID-19 
pandemic of today originated in Wuhan, China and the 
leading hypothesis is that it came from a food market where 
it is believed to have jumped from bats to humans.10 It then 
spread to other countries, and the first large outbreak outside 
of China was located in South Korea. It then spread to Italy, 
where in late March, the country was reporting approximately 
6,000 new cases per day.11 In Japan, the first case was 

observed on January 16th, 2020, although the person that 
tested positive swiftly recovered. The man, who had just 
returned from Wuhan, resides in Kanazawa.12 The country 
reported its first death on February 13th, when an elderly 
woman in her 80s died in Kanagawa prefecture.13 Any  
summary of Japan during the coronavirus epidemic would be 
incomplete without mentioning the Diamond Princess cruise 
ship, which was quarantined from February 3rd to March 2nd 
off the coast of Yokohama.14 Many believe that the 

of the virus on the 
cruise ship were lackluster, as many passengers caught the 
disease while the ship was quarantined. This is most likely 
because people were not effectively contained, and so 
therefore the virus spread rapidly among those on the cruise 
ship.15 

The effects of the pandemic have been felt in all 
aspects of life in Japan. The country experienced its first 
major wave of cases in April, followed by a larger second 
wave that came in July. According to the official Tokyo 
government COVID website, umber of Tokyo's 
confirmed coronavirus cases is approximately 18,000, 
accounting for around 31 percent of its cumulative total. 16 
At the time of writing, August 21st 2020, this information was 
updates daily.  Japan was supposed to host the 2020 Tokyo 
Olympics, and many people suspect that Japan purposely 
downplayed infection numbers by reducing testing to attempt 
to have the Olympics go on.17  I lived in Japan during the 
summer, and many people who live here seem to think this 
way. This is further corroborated by news articles questioning 

postponed on March 24th, 2020, four months before they 
were set to start. After the Olympics were postponed, the 
government finally declared a state of emergency across 
Japan in mid-April, several weeks after the rest of the world 
had declared theirs.18 This included asking some businesses 
to shut down, such as restaurants, movie theaters or indoor 
recreational facilities. Similarly to the 1918 pandemic, the 
government could not mandate that businesses shut down, 
only request it. However, this is because the Japanese 
constitution forbids the government from telling people to 
stay home or from shutting down businesses, so the best they 
could do was to request that people comply.19 The 
government also sent masks to every household and asked 
that people wear them, but the masks were met with ridicule 
online, nick 20 
 Even though there were 100 years between the 
pandemics, there are some things they have in common. First, 
the government appeared to have underestimated the severity 
of the pandemic, but both outbreaks in Japan were relatively 
mild compared to the rest of the world. The government also 
tried to get information about the pandemic out to the public, 
whether that is with posters in 1918 or with digital media 
today. Masks and gargling were widespread in Japan, and the 
government encouraged people to build these habits. Also, 

both times it refused to enact a lockdown. In terms of the 
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viruses themselves, both spread extremely quickly and they 
both diseases that affect the respiratory system. 

This begs the question: why has the impact on Japan 
been so negligible when compared to the rest of the world? 
Well, for the Spanish Influenza pandemic, we have a few 
explanations: One reason given is that the first, less severe 
wave was quite widespread in Japan, and so many people 
developed a resistance to the H1N1 virus before the second 
wave.21 However, this explanation cannot be applied 
universally, as some prefectures that experienced a weak first 
wave also had a weaker second wave.22  

Overall, there is no definite answer to why Japan 
was not affected as severely as other countries. Preventative 
measures in Japan have been rather disappointing. Whether 
due to lack of trying or legal restraints, there seems to be little 
to nothing stopping the virus from rampaging throughout the 
country. The Greater Tokyo area is home to almost 40 million 
people, but we do not see the rampant infection like we do in 
other major cities around the world. One answer is that Japan 
has not been testing very vigilantly, and this means that not 
many cases will be detected and the amount of cases in the 
official statistics will be lower. Low test rates during the 
COVID-
numbers. A BBC article written in April explained that 

23 

OVERVIEW OF MASKS IN JAPAN 

Across Asia, masks became popular during the 
SARS epidemic back in 2003. However, it seems that Japan 
was spared from SARS, recording a total of 0 deaths. To see 
where masks in Japan came from, we have to go back much 
further. The culture of mask-wearing in Japan dates back to 
before the 1918 pandemic as a luxury item. However, masks 
only became widespread during and after the 1918 Spanish 
Influenza, which caused a devastating amount of deaths not 
only in Japan, but worldwide. One third of the Japanese 
population was afflicted with H1N1, even though the death 
rate was relatively low.24  

COLLECTIVISM AND SURGICAL MASKS 

Individualism and collectivism are aspects of a 
culture which are defined by how much autonomy members 
must act outside of their group. Social psychologist Geert 

I consciousness, autonomy, emotional independence, 
individual initiative, right to privacy, autonomy, pleasure 
seeking, financial security, need for specific friendship, and 

24 Collectivism usually occurs in countries 
with more authoritarian, right wing ideals.25 Collectivistic 

emotional dependence, group solidarity, sharing, duties and 
obligations, need for stable and predetermined friendship, 

26 In societies, there are 

ingroup is those who they care about greatly. In more 
individualistic societies, this would be just your direct family. 
In collectivistic cultures, this might extend to more distant 
relatives. Meanwhile, the outgroup refers to those who you 
are not related to, from coworkers to people you pass by in 
the street.                

Japan in general is more collectivistic than western 
societies. This means that in Japan, people tend to have larger 
ingroups. 
to how collectivistic the environment they grew up in was. 
Having a larger ingroup means that there are more people you 
have a risk of transmitting diseases to, so therefore people 
will most likely take more precautions. A larger ingroup 
means that you will be pressured to take care of members of 
your ingroup. During a pandemic, larger ingroups may lead 
people to take more aggressive preventative measures, like 
wearing a mask in public, not only for themselves, but for 
each other.  

It is important to note that even though Japan is more 
collectivistic than western societies, it is home to around 130 
million people, and not all of them hold the same ideals. A 
study conducted in Japan analyzing collectivism in all 47 
prefectures of the country showed that rural areas tended to 
be more collectivistic than urban areas.27 This study is 
supported by the fact that Japan has seen a recent resurgence 
in cases, most of which occurred in Tokyo, which is reported 
to be one of the least collectivistic prefectures in Japan. 28 

(Even with the rise of cases in Tokyo, there are still less cases 
in Japan overall than in most other nations.)  

Given how collectivistic Japan is, it is plausible that 
people in the country wear masks for two reasons: to protect 
those close to them, and because they value the opinions of 
their peers more so they feel pressured to wear a mask. In 
collectivistic cultures, people care more about the greater 
good and how other people in the community view them so 
they will wear masks to show that they are caring for others. 
Furthermore, when you have a larger ingroup, you also have 
more people you care deeply for and so you will want to wear 
a mask to make sure none of them will be endangered if you 
contract the virus. 

During the 1918 pandemic, people started wearing 
masks to protect against the influenza virus. Masks were not 
widespread in Japan before the pandemic, and were mostly a 
status symbol.29 However, after a government public health 
campaign, people started to wear them to protect themselves 
and each other, showing a concern for the greater good. 
People continued to wear masks even after the pandemic was 
over. Today, people still wear masks when they go outside. 
As the threat of COVID-19 grew between the months of 
January - May, masks in Japan were sold out at most 
establishments, and people have been diligent about wearing 
them throughout the pandemic. It is common to draw 
disapproving stares if you are out in public without a mask. 
For comparison, mask mandates have drawn ire in many 
other countries, such as the US, where a large number of 
people still refuse to wear masks.30 In the US, which is a more 
individualistic society, the average ingroup tends to be 
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smaller, leading to the normalization of refusing to wear a 
mask, which means people will be more empowered to not 
wear a mask as opposed to Japan. 

CONCLUSION 

Analyzing the usage of surgical masks in Japan 
throughout the 1918 and 2020 pandemics shows that masks 
are an example of the collectivistic nature of Japanese culture. 
While I have tried my best to ensure that this paper is as 
accurate as possible, I recognize that I have had limited 
access to some resources, especially for the 1918 pandemic, 
because they are only available in archives with access 
limited to a small number of people. Also, since COVID-19 
is a current event, and due to the unpredictability of 
pandemics, the information presented here is subject to 
change rather quickly. However, some key facts remain the 
same: In 1918, people started wearing masks after the 
government asked the public to do so in an attempt to stop the 
spread of the deadly influenza virus H1N1 virus. Through 
2020, the culture of wearing masks (especially during the 
winter) had persisted. Surgical masks were sold out for 
months after COVID-19 became a global issue.  

Analyzing the usage of surgical masks in Japan 
throughout the 1918 and 2020 pandemics shows that masks 
are an example of the collectivistic nature of Japanese culture. 
While I have tried my best to ensure that this paper is as 
accurate as possible, I recognize that I have had limited 
access to some resources, especially for the 1918 pandemic, 
because they are only available in archives limited to a small 
number of people. Also, since COVID-19 is a current event, 
the unpredictability of pandemics, means that the information 
presented here is subject to change rather quickly.  

In 1918, people started wearing masks after the 
government asked the public to do so to stop the spread of the 
deadly influenza virus H1N1 virus. Through 2020, the culture 
of wearing masks (especially during the winter) had 
persisted. Surgical masks were sold out for months after 
COVID-
wear masks during both of these pandemics in order to protect 
themselves and those around them shows 
collectivistic nature. A larger ingroup means there are more 
people to care for, and so therefore people will be more 
careful to not spread the virus to them. 

ACKNOWLEDGEMENTS 

I would like to thank Michael Amano at Tokyo 
Academics for translating the posters. I would also like to 
thank Melissa Sarimento for helping me with this paper and 
helping me to keep going. 

REFERENCES 

1 Palmer, Edwina and Rice, Geoffrey W. 1993. "Pandemic 
Influenza in Japan, 1918-19: Mortality Patterns and Official 
Responses." The Society for Japanese Studies 19 (2): 394. 

Accessed June 2020. 
https://www.jstor.org/stable/132645?seq=1#metadata_info_t
ab_contents  
 
2 Ibid, 411.  
 
3 Ibid, 401.  
 
4 Ibid, 393.  
 
5 Ibid, 417.  
 
6 Ibid, 402.  
 
7 Ibid.  
 
8  Posters from the influenza pandemic are available online 
via the National Institute of Health. Translations were 
courtesy of Michael Amano at Tokyo Academics. 
https://www.niph.go.jp/toshokan/koten/Statistics/10008882-
p.html 
 
9 Ibid.  
 
10 Campbell, Charlie, Yunnan, Yuxi, and Park, Alice. 

-
19-- Time Magazine. 
July 23, 2020. Accessed August 20, 2020. 
https://time.com/5870481/coronavirus-origins/ 
 

11 
https://www.worldometers.info/coronavirus/country/italy/. 
 

12 
Japan Times. January 16, 2020. 

Accessed August 25, 2020. 
https://www.japantimes.co.jp/news/2020/01/16/national/scie
nce-health/japan-first-coronavirus-case/ 
 

13 Yotsumoto, Jun.  "Japan confirms first death of person 
infected with coronavirus," NHK World. February 14. 
Accessed July 30, 2020. 
https://www3.nhk.or.jp/nhkworld/en/news/backstories/875/. 
 
14 Princess Cruises. 
Updates - 
March 16, 2020. 
https://www.princess.com/news/notices_and_advisories/noti
ces/diamond-princess-update.html. 
 
15 
Criticism of 
20, 2020. https://www.bbc.com/news/world-asia-51555420 
 

16 These statistics are provided by the official Tokyo 
government COVID website. 
https://stopcovid19.metro.tokyo.lg.jp/en/ Please note that 

The International Young Researchers' Conference 116



these statistics will change over time as the pandemic 
unfolds. 

17 Goh, ZK and Kano, Shintaro. 2020. "Tokyo 2020 
Olympic And Paralympic Games Postponed To 2021." 
Olympic Channel. March 24. Accessed July 30, 2020. 
https://www.olympicchannel.com/en/stories/news/detail/tok
yo-olympic-games-postponed-ioc/. 

18

Japan Times. April 
16, 2020. Accessed August 25, 2020. 
https://www.japantimes.co.jp/news/2020/04/16/national/jap
an-nationwide-state-of-emergency/ 

19

conform, not penalties for non- Reuters. April 
5, 2020. Accessed August 25, 2020. 
https://www.reuters.com/article/us-health-coronavirus-
japan-emergency-ex/lockdown-japan-style-pressure-to-
conform-not-penalties-for-non-compliance-
idUSKBN21O08J 

20 Kyodo News. "2 firms recall masks from PM Abe's 
distribution program." Kyodo News. April 5, 2020. 
Accessed July 30, 2020. 
https://english.kyodonews.net/news/2020/04/084513e72dd4
-update1-2-firms-to-recall-products-under-pm-abes-mask-
handout-program.html.  

21 Palmer, 412-413.  

22 Ibid.  

23 Wingfield-
BBC. April 30, 2020. 

Accessed August 25, 2020.  

24

Japan Times. July 24, 2020. Accessed August 

20, 2020. 
https://www.japantimes.co.jp/news/2020/07/04/national/scie
nce-health/japans-history-wearing-masks-
coronavirus/#.Xz82H-hKjD4 
https://www.bbc.com/news/world-asia-52466834.  
 
25 Kim, Uichol. Individualism and Collectivism: A 
Psychological, Cultural and Ecological Analysis. 
Copenhagen S, Denmark: NIAS Books, 1995. 4. Accessed 
August 25, 2020. 
http://web.b.ebscohost.com.revproxy.brown.edu/ehost/eboo
kviewer/ebook/ZTAwMHhuYV9fNDYzNDcwX19BTg2?si
d=484bb2f3-0b00-4251-aee3-
594a28b35d18@sessionmgr103&vid=0&format=EB&lpid=
lp_3&rid=0.  
 
26 Triandis, Harry Charalambos, Individualism and 
Collectivism. Boulder: Westview Press, 1995. Accessed 
August 25, 2020. 
https://books.google.com/books?id=dXNgDwAAQBAJ&pri
ntsec=frontcover#v=onepage&q&f=false.  
 

27 Kim, 4.  
 
28 -Culture Variations of 

Journal Of Cross-Cultural 
Psychology 43, no. 8: 1191 1204. Accessed August 21, 
2020. doi:10.1177/0022022111428171. 
https://journals.sagepub.com/doi/10.1177/00220221114281
71.  
 

29 Ibid.  
 
30 

Japan Times.  
 

31 
BBC. July 20, 2020. Accessed August 25, 2020. 

https://www.bbc.com/news/world-us-canada-5347712

The International Young Researchers' Conference 117



Detecting Differential Transcription Factor  
Binding Based on Single-Cell DNA Accessibility 

John Lin 
Boston Latin School; Boston, USA 
Email: johnzhuanglin@gmail.com 

Mentor: Dr. Thouis (Ray) Jones 

Abstract  Common genetic diseases systemic diseases 
that are caused by thousands of mutations affect 
millions of people around the world. Many of these 
mutations fall within regulatory regions. While the 
mutations associated with these diseases are widely 
known, the link between these mutations and their role 
in disease pathogenicity has largely gone undiscovered. 
This study harnesses single cell ATAC-seq data to 
differentiate bound and unbound sites in regulatory 
regions, serving as a first step to understanding these 
diseases. By computing observed and expected cuts for 
footprint regions, this study finds that regions with lower 
observed cuts than expected cuts conferred to protection 
from sequencing enzymes, indicating the presence of a 
bound transcription factor. In contrast, regions with 
higher observed cuts than expected indicate the absence 
of protection from sequencing enzymes, suggesting an 
absence of a bound transcription factor. In 
distinguishing between bound and unbound 
transcription factors, this study paves the way for using 
single cell ATAC-seq to understand common diseases by 
identifying the cell types and changes in transcription 
factor binding caused by mutations 

Key Words  transcription factor, single-cell sequencing, 
common genetic diseases, DNA accessibility  

INTRODUCTION 
 

Common genetic diseases are often caused by 
thousands of mutations and affect millions of people in the 
world each year. These diseases, which include heart 

treat because their exact pathogenicity remains unclear. 
Despite the identification of mutations for these diseases, 
the link between these mutations and their role in expressing 
disease phenotypes has been largely undiscovered, 
particularly in understanding the cell types and biological 
pathways that are affected by the mutations. An analysis of 
these mutations, however, found that 80% of these 
mutations occur in distal regions, containing cis regulatory 
elements that drive gene expression [1]. The exact effects of 
these mutations on these regulatory regions remain unclear. 
Specifically, understanding the role of mutations in 
transcription factor binding is incredibly important as 
transcription factors play a large role in 
activating/suppressing gene expression. Despite this, there 

has been little information on detecting differences in 
transcription factor binding, serving as the premise for this 
study.   

Sequencing technology has provided a plethora of 
information about gene regulation in cells. Specifically, 
Assay for Transposase-Accessible Chromatin sequencing 
(ATAC-seq) and DNase-seq identify accessible regions 
which are often regulatory regions. In the case of DNase-
seq, this has led to the creation of DNase-I hypersensitive 
site (DHS) databases, creating a reference library for 
mapping regulatory regions [2] [3]. ATAC-seq harnesses a 
sequencing enzyme, Tn5 transposase, to attach adapters 
onto regions without nucleosomes which characterize 
accessible regions; these adapters are visualized by the 
sequencer in order to visualize the accessible regions. 
Furthermore, the rise of single cell ATAC-seq (scATAC-
seq) has provided clearer resolution in identifying the 
accessible properties within a single cell as well as 
subpopulations in cells, particularly tissue [4]. This new 
technology has provided unprecedented ability to visualize 
accessibility regions in order to not only cluster different 
cell types but also explain the role of specific transcription 
factors in biological processes, such as cell differentiation 
[5]. 

These sequencing techniques have also been applied in 
DNA footprinting. ATAC-seq and DNase-seq use 
sequencing enzymes to cut accessible regions, which are not 

observing drops in accessibility caused by the inability for a 
sequencing enzyme to cut a bound region. This technique 
has been harnessed to study within the regulatory region, 
especially in relation to transcription factor binding. 
Transcription factors typically recognize and bind to 
particular DNA motifs (short, distinct sequences) in 
accessible regions in the genome. However, not all 
accessible motifs have transcription factors to bind to them 
due to a variety of factors, including the lack of transcription 
factor expression or the absence of necessary cofactors. 
Footprinting allows us to visualize which motifs are actually 
bound by observing slight drops in accessibility caused by 
transcription factor:motif binding [6]. 

Despite the wealth of information that footprinting 
brings, there has been little knowledge about whether this 
information can be translated to single cell sequencing data. 
By determining whether footprinting can be detected in 
scATAC-seq data, this study identifies where these 
transcription factors may bind and also characterizes 
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whether they are bound or unbound. In relation to common 
genetic diseases, mutations in these regions often confer to 
changes in gene expression [6]. Thus, detecting differences 
in transcription factor binding, in the context of allele 
specific binding, for single cells has the potential to be an 
incredibly powerful tool in understanding these complex 
common genetic diseases [7]. 

Building upon this understanding, this study addresses 
this fundamental challenge in understanding common 
diseases by providing the link between mutation and disease 
phenotype through identifying the cell type, biological 
pathways and nearby genes that are involved in functional 
changes due to variants linked to disease phenotypes. In 
doing so, this study opens the doors for drug development 
that targets and stimulates or suppresses transcription factor 
binding sites in affected cells to address these common 
diseases. 

METHODS 

A. Extraction and Verification of Sequencing Data 

Single cell ATAC-seq fragments data for CD8+ T cells was 
downloaded from Gene Expression Omnibus platform [8]. 
(Accession Number: GSM4293910). CD8+ T cell data was 
used specifically due to its relevance to a variety of 

abundance of high-quality CD8+ ATAC data. DHS index 
and footprint data were downloaded from their respective 
papers to serve as a reference to map accessible fragments 
to footprints and index regions[2] [3]. The ATAC-seq 
fragments and the DHS index were overlapped in bedtools 
to map accessibility (in the form of these fragments) to 
footprints, and the number of overlapped cuts along with the 
location of the overlapped regions were mapped in order to 
confirm that the cuts came from lymphoid cells [9]. 

A. Enrichment Determination 

In order to determine the most relevant or active 
transcription factors in the CD8+ T cell ATAC data, the 
enrichment of these transcription factors was calculated. To 
do so, a threshold was set at one cut per base (from arcsinh 
transformed data). If an overlapped region had more than 

 
If an overlapped region had less than one cut per base, then 

(more accessible and less accessible) were overlapped with 
a DHS footprint library in order to match footprints and 
motifs with an accessible category. For each transcription 
factor, the frequency of the motif in the more accessible and 
less accessible categories were calculated separately. The 
equation for the enrichment or the fraction of the motif that 
was present in the more accessible category was developed 
and was calculated such that:  

 

B. Footprint Ranking and Candidate Identification 
 
The enrichment ratio serves as an indicator for how active a 
certain motif was in the CD8+ T cell type. After calculating 
the enrichment ratio for each motif, we ranked all the 
transcription factors by the motif enrichment ratio. The ten 
most enriched motifs were the candidate footprints. 
 

C. Calculating Sequence Bias and Expected Cuts 
 
After determining the candidate footprints, the number of 
cuts expected within a region was calculated to serve as a 
control to detect differential binding. The Tn5 enzyme for 
ATAC-seq does not cut the fragments in a uniform manner, 
but instead, demonstrates a bias for cutting at certain 
sequences [10]. To account for sequence bias when 
determining the expected number of cuts, a table listing 
different 8-mers and their respective bias values was 
obtained [10]. For each candidate footprint, the DHS index 
element that makes up the general region of the footprint 
was divided into 8-mers. A query between the 8-mers in the 
sequence and the sequence bias table was executed, and the 
sum of the sequence bias values was determined in order to 
calculate the total bias in the sequence. The same procedure 
was repeated in the area of the footprint itself. The expected 
number of cuts within a given footprint region, e, was 
calculated based on the total cuts within the DHS element as 
well as bias within the footprint itself as well as in the entire 
region: 

 
 
 

D. Determining Differential Binding 
 
In order to investigate whether a transcription factor is 
bound or not bound, the number of observed cuts within a 
region was determined by overlapping the ATAC-seq 
fragments with the DHS footprints and calculating the 
number of intersections between ATAC-fragments and DHS 
footprints for each footprint. If the number of observed cuts 
is greater than or equal to that of expected cuts, the higher 
number of observed cuts indicates that the region was not 
protected from the fragmentation of the Tn5 enzyme during 
ATAC-seq; thus, footprint is unbounded. If the number of 
observed cuts was less than the number of expected cuts, the 
footprint is bound because the region faced protection from 
the Tn5 enzyme, resulting in fewer fragments and indicating 
the presence of a bound transcription factor. 
 

E. Statistical Analysis 
 
To calculate significance between the observed and the 
expected values, Anscombe transformation was first applied 
to normalize the distribution of the values. The 
transformation turns these values into a unit of standard 
deviation. Thus, the z-score is calculated by subtracting the 
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expected value (after transformation) from the observed 
value for each binding site. The z-score is then converted 
into a p value. Since many binding site locations (n=159) 
were tested under a single hypothesis (whether a footprint is 
bound or not), the p values runs the risk of Type I errors or 
false positives. To account this, Bonferoni correction was 
applied: each p value was multiplied by the total number of 
binding sites. 
 

F. Identifying Potential Binding Sites 
 
Upon calculating the p-value for each footprint binding site, 
the sites with the most potential for binding were identified 
for further examination. Sites with the highest binding 
potential were the footprint sites with significantly lower 
observed than expected (p<0.05) because areas with 
significantly lower observed than expected suggests the 
resistance of the footprint to the Tn5 cutting enzyme due to 
the presence of bound transcription factor.   
 

G. Metaplot Analysis 
 
After identifying the potential binding sites, the profiles for 
these binding sites were developed to visualize binding 
within these sites. For a given footprint region, the expected 
profile was compiled by applying the expected cuts equation 
for each base in the entire DHS index and mapping out these 
expected cut numbers in relation to their position on the 
DHS index element. In addition, the observed profile was 
developed by mapping where the observed ATAC-
fragments fall in the DHS index. Upon calculating the 
profile, the mean of all the observed and expected profiles 
were mapped together in order to observe differences 
between the two categories for the binding sites. 
 

RESULTS 
 

A. Density Plots Identify Enriched Sites in ATAC data 
 
 
Upon calculating the enrichment ratios, the footprint 

enrichment data was visualized using density plots to help 
determine the candidate footprints. As seen in Figure 1, 
HINFP1/3, the most enriched transcription factor had high 

frequencies at high log cuts per bases, demonstrating high 
enrichment. HINFP1/3 is a regulator for DNA methylation 
and transcription and is over-expressed in CD8+ T-cells 
[11]. In contrast, ZNF24, the least enriched transcription 
factor had high frequency at lower log cuts per bases, 
indicating low enrichment. As for all other transcription 
factors, the density plots compare the frequency of a 
footprint to the number of cuts per base. The higher the 
frequency was at a higher number of log cuts per base, the 
more enriched a particular footprint was. The plot features 

relationship for all other transcription factors as a 
comparison. 
 
 

 
 

 
 
FIGURE 1: Representative density plots of the highest 
enriched (above) transcription factor (HINFP1/3) and the 
lowest enriched (below) transcription factor (ZNF24) in 
CD8+ T cells.  
 
 
 
 
 

TABLE 1: The ten most enriched transcription 
factors along with their enrichment ratios 
Transcription Factor Enrichment Ratio 
HINFP1/2 0.468354 
HINFP1/3 0.457364 
ZBTB14 0.408665 
KAISO 0.34715 
HINFP1/1 0.34569 
E2F/4 0.32182 
MBD2 0.303204 
CENBP 0.292683 
AHR 0.275578 
GMEB2/3 0.264368 
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B. ATAC-seq Analysis Maps Potential Binding Sites 
 

For each binding site, the expected and observed cuts were 
plotted in relation to each other, as shown in Figure 2. The 
scatter plots serve to identify potential binding locations. 
These areas are defined by areas with lower observed cuts 
and higher expected cuts, indicating protection from the 
sequencing enzyme due to a bound transcription factor. 
Binding potential was measured using the regularized ratio 
(see Methods) and visualized with a colormap. The twenty 
five footprints with the lowest regularized ratios were used 
to further visualize the binding location and the binding 
behavior using metaplots. On an additional note, in 
comparison to HINFP1/2 (most enriched footprint), HD/10 
has higher regularized ratios, as seen in Figure 2, possibly 
due to a lower prevalence of binding sites due to lower 
expression of the footprint. 
 

 

 
FIGURE 2: Representative scatter plots that map the 
relationship between observed cuts and expected cuts. Areas 
with higher binding potential lie in regions with high 
numbers of expected cuts but low numbers of observed cuts. 
A color map was developed based on the regularized ratio. 
More enriched transcription factors (HINFP1/2) have more 
binding sites with lower regularized ratios compared to less 
enriched transcription factors (HD/10). 
 
 

C. Metaplot Analysis Identifies Bound Locations 
 
After identifying potential binding locations, the expected 
and observed cut profiles for the DHS index were mapped. 
As seen in Figure 3A and Figure 3C, the lower number of 
cuts observed in the footprint region than expected due to 
protection from the cutting enzymes provides evidence for 
transcription factor binding on that site. In less enriched 
footprints, such as HD/10, the observed cuts are equal to or 
greater than the expected cuts, demonstrating that the region 
was not protected from the sequencing enzyme, providing 
evidence that the region is unbounded (Figure 3B, Figure 
3D).  
 
The expected and observed profiles could be further 
expanded to the other 24 regions with the highest binding 
potential in HINFP1/2 as seen in Figure 4. Consistent with 
the results from Figure 3, there is a large difference between 
the expected and the observed cuts in the enriched footprints 
in that the expected cuts are much higher than that of the 
observed, demonstrating that these regions are likely to be 
bound. For unenriched footprints, the opposite holds: the 
observed is equal or higher than the number of expected 
cuts. 
 

 
FIGURE 3: Expected and observed cut profiles of a 
representative HINFP1/2 (A) and HD/10 (B) with the 
footprint region shaded in red as well as the higher-
resolution profile of the footprint itself. Within the enriched 
footprint (HINFP1/2), the observed cuts seem to be 
consistently lower than the expected cuts (C). In less 
enriched footprint (HD/10), the observed cuts are equal or 
higher than the expected cuts (D). 
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FIGURE 4: Metaplot analysis of the expected and observed 
cuts of the 25 regions with the most binding potential in 
HINFP1/2 (left) and HD/10 (right). 
 

DISCUSSION 
 
By comparing the observed cuts and expected cuts in a 
given footprint region, the results of this study harnesses 
scATAC-seq to characterize bound and unbound 
transcription factor sites. Specifically, the paper found that 
bound sites contained lower observed cuts than expected, 
resulting from protection by the bound transcription factor 
within the region. In contrast, unbound sites had an equal 
number or more observed cuts than expected, indicating that 
the region showed no protection (allowing the sequencing 
enzyme to freely fragment the area). 
 
In distinguishing between bound and unbound sites, this 
study establishes a novel method for studying changes in 
expression through scATAC-seq. While past studies have 
identified DNA footprints and accessible sites [2] [3] using 
DNase-seq, these sequencing techniques lack efficiency to 
distinguish individual cell types without a large set of 
materials for input as well as differentiating between sub-
populations within a cell type. This study lays the 
foundation for using scATAC-seq, which allows for 
identifying specific cell types and subtypes, to study the 
different transcription factor binding behavior within these 
specific cell types. In doing so, this study has the potential 
to influence the  study of these common genetic diseases by 
examining the regulatory context of each cell type and 
linking mutations to a certain cell type, transcription factor 
or other regulatory element 

 
Only through identifying these features within the 
regulatory regions can we fully identify the inner workings 
behind genetic diseases and develop specific drugs to 
correct for these mutation-induced differences in the 
regulatory environment. The potential for single-cell 
sequencing for understanding common genetic diseases and 
guiding targeted drug therapies is enormous, and this study 
serves as a first step for harnessing their potential to 
understanding and treating these diseases. 
 

FUTURE WORK 
 
This study hopes to expand the data set from CD8+ T cells 
to a wide variety of other cell types to characterize binding 
behavior in footprints for other cell types. In expanding the 
knowledge of transcription factor binding in more cell types, 
a reference library containing measurements of accessibility 
and binding for each transcription factor in a particular cell 
type can be developed. This can serve as a basis for future 
studies in comparing disease sequences and expression with 
this library.  
 
It is important to note that DNA footprinting identifies 
potential sites of interest for binding, but does not confirm 
and verify binding. While we show that single-cell ATAC 
data does detect differences in transcription factor binding 
behavior, further validation is needed to confirm our results. 
This validation can take the form of ChIP-seq, which is a 
more direct way of confirming transcription factor binding 
to validate our results.  
 
Another possibility for this study is to harness and 
categorize scATAC-seq data from Genome Wide 
Association Studies (GWAS) for different types of common 
genetic diseases. Upon categorizing the individual cell types 
and subtypes, this study will compare the transcription 
factor binding behavior and accessibility to that of a 
reference library. From there, differences between the 
GWAS data and the reference data can be detected, leading 
to a better understanding of the specific cell types, 
transcription factors and biological pathways that are 
relevant in causing diseases. This understanding would be 
extremely powerful in developing drugs in correcting these 
differences and alleviating the effects of these diseases. 
 

CONCLUSIONS 
 
This study developed an approach to characterizing the 
differences in bound and unbound transcription factors by 
examining ATAC-seq data. This was done in three steps. 
First, the most enriched footprints were identified in the 
DHS region by observing the distribution of cuts in relation 
to a particular footprint. From there, we identified 
HINFP1/2 as the most enriched footprint and HD/10 as the 
least enriched footprint. Next, we identified potentially 
bound sites by computing and comparing the observed and 
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expected cuts for the candidate footprints. Areas with low 
observed:expected ratios were selected and used for 
developing the metaplots. The metaplots compile the profile 
of the observed and expected to help us better understand 
the regulatory region specifically. From this compilation, 
this study identified bound sites as areas with less observed 
cuts than expected cuts, demonstrating protection from 
sequencing enzymes caused by transcription factor binding. 
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 Abstract - The most critical aspect of winning a 
basketball game is shot selection. However, due to the 
multitude of factors that come into play when deciding if 
a shot was a good shot selection (a shot that has a high 
chance of going in is a good shot selection), it is difficult 
for a human to make a reasonable assumption. Because 
of this, we used and analyzed a variety of machine 
learning techniques to predict shot success.  

Here, we perform an analysis of the best machine 
learning models for predicting shot success as well as 
comparing the performance of these models using 
different features. Our models (neural network, logistic 
regression, and gradient boosting) were able to predict 
shot success between 64.9% - 65.1% accuracy.  

Our models performed with about equal 
accuracy; however, when we altered the features, the 
accuracy significantly decreased. This highlighted the 
importance of good quality data as well as the importance 
of certain features, such as the type of shot,  in making a 
shot.  

 

Keywords - Deep neural network, machine learning, shot 
selection, and accuracy.  

 

BACKGROUND 

Shot selection is vital to winning the game of 
basketball good shot selection results in increased points 
and a better chance at winning. Shot selection is evaluated 
across many domains, such as the shooter's positions with 
respect to the basket; positioning of the on-ball defender, 
rotating defenders, and teammates; minutes remaining on the 
clock; players skill level; shot type. Though shot selection can 
be judged based upon observable factors, it is difficult for 
coaches and players to understand if the shot was good 
beyond whether or not the ball went in. This is due to the fast 
pace of the game and the human eye's limited ability to 
evaluate  the multitude of factors that play into a good shot 
selection.   

However, the process of understanding shot 
selection can be significantly enhanced using machine 
learning. A model, such as a neural network, can be 
created and trained to understand what is a good shot 
selection based upon all of the mentioned factors. This 
can be of great use for all levels of players as they can 

learn what shots to pass upon and take, independent of 
the shot going in. Furthermore, coaches would be able to 
understand better which players can make the best 
decisions and give them the ball during crucial moments 
of the game. Over the last decade, progress in machine 
learning and access to large amounts of data have allowed 
data scientists to give sports teams a deeper insight into 
how to win and how to keep their players healthy. For 
example, in sports analytics, Machine learning has been 
applied in the game of soccer. A recent paper in the M 
edicine and Science in Sports and Exercise outlined how 
a statistical model was able to predict the likelihood of a 
hamstring injury [1]. When selecting two players at 
random, the probability that the player with a higher 
injury risk would get injured first was 75%. Furthermore, 
with the model, researchers were able to identify three 
factors significantly associated with hamstring injury: 
Seven genetic variants, previous hamstring injuries, and 
age(with players over 24 being more likely to be injured).  

In this paper, we propose building and training a model 
using a machine learning and data-driven approach to 
give percentages indicating the shot's success rate. The 
percentage can be used to analyze whether the player 
selected a good shot, as a high percentage would signal 
that it was a good shot and vice-versa. Utilizing a deep 
neural network, the model could predict if a shot would 
go in with 65% accuracy.  

  
RELATED WORKS 

In an article titled "NBA Shot Prediction and 
Analysis," Raymond Cen, Harrison Chase, Carlos Pena-
Lobel, and Daniel Silberwasser attempted to predict shot 
success [2]. Their data set included all of the same features of 
our dataset. However, an important distinction is that they 
also included the players' FG% from each zone on the court 
(Figure [1]).  
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Figure [1]: Image from "NBA Shot Prediction and  

Analysis."  

This gives them a clear advantage in predicting shot 
success as they have access to the players' FG% in all zones, 
which allows them to rely on a player's history rather than in-
the-moment factors. They utilized a logistic regression model 
to try to predict shot success. The model was able to achieve 
65% accuracy on whether a shot would go in or not.  In 

Meehan of Stanford University, shot success was able to be 
predicted between 54%-68% accuracy [3]. Brett used a 
variety of models, such as Naive Baynes, Random Forest, 
Boosting, Logistics Regression, and neural network, in an 
attempt to find the most suitable model for predicting shot 
success. His dataset came from the NBA via its SportVu 
tracking system similar to our dataset. However, his dataset 
differed slightly in features and was significantly larger than 
our dataset. Though our data set did not include any tracking 

distance to the basket and the nearest defender. The paper 
claims to achieve an accuracy of up to 68% using an 
XGBoosting with a tuning model. However, these results are 
contradictory to the confusion matrix presented in the same 
paper (Figure[2]). The max accuracy according to the 
confusion matrix is 63%, which aligns more closely with 
results given by other models and in experiments we briefly 
performed on the same data set.  

  

  

 

Figure [2]: Confusion matrix for Boosting  

  

METHOD 

1.Data Set and Features  

The data set this paper utilizes was initially 
provided by the NBA during the 2015-2016 season. 
However, due to the NBA's decision to restrict public 
access to their data, we loaded it from pages that hosted 
the data on their GitHub/Kaggle [4]. The data set consists 
of 419 NBA players from all 30 of the NBA's teams. 
Using cutting edge camera technology from SportVu, the 
NBA carefully recorded the players' movements and 
actions to provide data for the league, teams private and 
companies. In total, the dataset contained 84,466 data 
points. The mean percentage of a made shot per 
shot(FG%) across the data set was 44.8%. This means the 
clear accuracy benchmark for our network would be 
55.2% percent, as that would be the result of naively 
predicting a failed shot attempt for all attempts.  

  

2.Data Collecting and Processing  
Initially, our dataset contained positional 

information of the player; however, we did not include it 
because it did not significantly affect our accuracy. We 
hypothesize this is due to the data of shot times being 
inaccurate by a few seconds. Though a few seconds may 
not seem significant, the positional data of players, even 
after a second, can dramatically change, m king the data 
unusable and inaccurate.  

Besides positional data, we extracted what we 
believe to be the 12 most vital data columns in predicting shot 
success from the original basketball data set.  

Four of the columns consisted of categorical data: 

categorical listings of the type of shot such as dunk, layup, 

column consisting of 7 individual categorical listings of the 
location of a shot such as left corner three, in the paint, etc.). 
We one-hot encoded the categorical data in order to turn the 
categorical data into numerical data. This allowed for the 
models to take in only numerical data, which is optimal for 
performance. The remaining eight columns consisted of 
numerical data and are described in table 1. Additionally, our 

not. The main challenge with the data set was a limited 

from the basket and XY coordinates on the court, most of the 
features consisted of high-

individual's ability to make a shot. However, as these features 
could have a small correlation with shot accuracy (later in the 
game, the player may be more tired and thus may miss more 
frequently), we decided to include them in our data set (Table 
[1]).  

The International Young Researchers' Conference 125



 

 

Table [1]: A table describing each feature used.  

ACTION_TYPE  Categorical data labeling 
the type of shot such as 
layup, three pointing, and 
hook shot.  

PLAYER_NAME  Categorical data that gives 
the players full name.  

SHOT_ZONE_AREA  Categorical data  

 describing which side of the 
court the player is on. For 

 

 

SHOT_ZONE_BASIC  Categorical data describing 
the area on the court 
relative to the basket. For 

-

 

EVENTTIME  Time remaining in the 
quarter.  

LOC_X  Numerical data describing 
the players X coordinate on 
the court.  

LOC_Y  Numerical data describing 
the players Y coordinate on 
the court.  

MINUTES_REMAINING  Numerical data describing 
the minutes remaining in a 
period.  

SECONDS_REMAINING  Numerical data describing 
the seconds remaining in a 
period.  

PERIOD  Numerical data denoting 
which period, or quarter the 
game is in (1-4).  

SHOT_TIME  The time of highest 
acceleration before the ball 
reaches its peak.  

SHOT_DISTANCE  Numerical data describing 
how far the shooter is from 
the basket when attempting 
the shot.  

 

 

Lastly, we randomly split the data set into training 
data and validation data . 90% of our data was used as training 
data while the other 10% was used as validation data. This 
allowed us to properly evaluate our models as there is no 
inherent bias when testing our models because it has not had 
the chance to overfit to the validation model.  

 

CLASSIFICATION MODELS 

In this paper, we utilized three different machine 
learning techniques and models to predict shot success. 
Each model predicted shot success within an accuracy of 
64.9%-65.1% accuracy.   

  

1.Deep Neural Network  

A deep neural network is a machine learning 
technique modeled after the human brain and nervous 
system. The network can recognize individual rel 
tionships and/or patterns in sets of data in a process that 
mimics humans, allowing them to make intelligent 
predictions or classifications. The network consists of 
connected nodes that are organized into a certain amount 
of layers. Each node has a weight and threshold 
associated with it, which is initially set at random before 
the network is trained. As the network trains, it adjusts 
the parameters by passing the inputs into the network, 
calculating a prediction and comparing this prediction 
with the true known value. The error, or 'loss', between 
the true known value and the prediction, is back-
propagated through the network using tools of calculus to 
update the parameters in a way that pushes the prediction 
towards the correct answer.  

The final layer of nodes passes through an activation 
function, which in our network is a sigmoid function. This 
function takes the output of the network and produces a 
number between 0 and 1, which corresponds either to a 
missed shot or a made shot.  

See the sigmoid function below (Figure [3]):  

  

Figure [2]: Sigmoid function and equation.   

  

The sigmoid function is a suitable activation model 
for a binary classification situation as it restrains the 
prediction between 0 and 1. Furthermore, it is also a 
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continuous function as opposed to a Heaviside function. A 
Heaviside function has an output of a 0 or 1 but has a sudden 
jump between the two values, making it unusable by a neural 
network.  

The cross-entropy loss gives us the negative log-
likelihood of our parameters. Simply put, it is a metric of how 
likely the true data was to be seen if the current probability 
predictions we have were true. Minimizing this binary cross-
entropy loss (the negative log-likelihood) will ensure that our 
model assigns a high probability to what truly happened.  

See the binary cross-entropy loss equation below:  

  

Figure [3]: Cross-entropy loss equation.  

 

2.Gradient Boosting  

Gradient Boosting is a machine learning technique that uses 
an ensemble of weak machine learners and combines them to 
create a strong learner. The most common learner is the 
decision tree. In this paper, we used Gradient Boosting from 
scikit-learn.org [5].  

3. Logistic Regression  

In Logistic regression, the dependent variable has a binary 
outcome (1 = success and 0 = failure), which makes it a good 
fit for this situation. Through a mathematical formula similar 
to the sigmoid function, it is able to classify data based upon 
multiple features. Below is a two feature representation of 
logistical regression, with the blue dots representing a 
positive classification and the red dots representing a 
negative classification.  

  

Figure[4]: Illustration of a two feature logistic regression 
model. The X-axis presents a certain feature while the Y-axis 
presents if a dot has any correlation with that feature. The 
blue dots represent a positive result, while the red dots 
represents a negative result.   

 

Experiments and Results  

Our neural network consisted of 2 layers with each 
layer consisting of 20 nodes each. The activation used for each 
layer was a relu function; however, the last layer utilized a 
sigmoid activation function. The network had a learning rate 
with RMSprop of 0.001, a weight decay of 0.0005 and was tr 
ined for 10 epochs. Our six-layer neural network predicted shot 
success with an accuracy of 65%. To our knowledge, no other 
works have achieved a better accuracy than 65% on this or 
similar datasets. Given the highly stochastic nature of 
basketball shot attempts, 65% accuracy can be considered a 
well-performing model.   

Furthermore, our experiments with gradient boosting and 
logistic regression models produced similar results. Our 
gradient boosting model was able to achieve 65.1% accuracy. 
Our logistic regression model was able to hit 64.9% accuracy 
[Table 2].  

 

Table [2]: Table containing experiment results.  

  Accuracy  F1 Score  

Neural 
Network  

65%  0.65  

Logistic  
Regression  

64.9%  0.72  

Gradient  
Boosting  

65.1%  0.71  

  

We also attempted to decipher which factors were 
the most important to the network to predict shot success. 
Removing player names from the dataset still allowed the 
network to have an accuracy of 65% [Table 3]. This shows 
that 
almost obsolete.  

However, it is well known that different players vary 
hugely in their ability to make a shot, and thus it would be 
intuitive that the player name would be an essential factor. 
We propose using a larger data set, so the network has more 

- or not-
making - shots for the network to truly take into account the 

 

factor resulted in a 64% accuracy [Table 3]. This was because 
the network could easily compensate for the 

When removing that factor, the network performed at 62% 
accuracy [Table 3]. This finding suggests that players and 
coaches should focus on the category of shots they take 
(ACTION_TYPE) to dramatically increase the shot success.  
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Table [3]: Table containing accuracy when certain features 
are removed.  

  Accuracy  

Original Features and 
Original  
Network Shape  

65%  

Removing  
 

Original Network Shape  

64%  

Removing 

Original Network Shape  

62%  

Removing 
 

and Original Network Shape  

65%  

 

We have included a link to our code in the references section.  

  

APPLICATION AND CONCLUSION  

 

Overall, our networks were able to predict shot 
success with an accuracy between 64.9%-65.1%. Also, the 
neural network allowed us to understand that shot type(dunk, 
layup, hook shot) was the most significant factor in predicting 
shot success.  

Our networks allow coaches to understand which players are 
taking the best quality shots. This has real game results as 
coaches can then give the ball to the player with the best shot 
selection during crucial moments of the game. This translates 
to a higher percentage of the shots going in, thus increasing 
the chances of winning.   

For future avenues of further investigation, we suggest for 
researchers to use data that spans over entire seasons and 
possibly multiple seasons. The increased data points should 
hypothetically increase shot success rate prediction accuracy 
as the models will be able to take into account player names. 
Furthermore, the increased data points will allow the network 
to train for longer and further improve its accuracy.   
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Abstract  In Japan, there is an apparent lack of 
development and stigma associated with mental health 
treatment, including the use of antidepressants. 
Additionally, there is a large portion of the population 
possessing the allelic variant CYP2D6*10, which is part 
of the Cytochrome P450 superfamily responsible for 
metabolizing a wide variety of pharmaceuticals. Through 
this study, we aim to clarify the effects of genetic variation 
of CYP2D6 on adverse effects when using different 
antidepressants. We conducted an in silico study of 
binding affinities of different ligands to two CYP2D6 
wild-type models, 4WNW and 2F9Q, and their respective 
threaded *10 models. Using SwissDock, the 4WNW model 
showed that the *10 variant had a lower binding affinity 
as compared to the wild-type. When using the 2F9Q 
model or X-Score, we had inconsistent results, leading us 
to question the reliability of these resources. Our results 
from SwissDock suggest that the *10 variant has a lower 
binding affinity, and therefore leading to a lower rate of 
metabolism. This suggests that people with this genetic 
mutation may be more susceptible to adverse effects when 
using antidepressants. Furthermore, future experiments 
regarding the correlation between CYP2D6*10 and drug 
metabolism should be conducted to advance mental 
health treatment and personalized medicine in Japan. 

Key Words  binding affinity, CYP2D6, Cytochrome P450, 
mutation 

INTRODUCTION 

Mental health has, over time, presented itself as a major 
problem in Japan. Not recognized until the  depression, 
anxiety, and other mental illnesses are still widely 
stigmatized and increasingly prevalent in Japanese youth 
(Nishi et al. 2019). Symptoms oftentimes are difficult to 
recognize, making it troublesome for the patient and 
clinicians to notice. Treatment methods include therapy, 
prescription medicine, or a combination of both. Among 
many, two major antidepressants sold to treat depressive 
disorders are fluoxetine and paroxetine (otherwise known as 
Prozac and Paxil, respectively), which are both selective 
serotonin reuptake inhibitors (SSRI). 

 The majority of medicines are metabolized by 
Cytochrome P450, crucial to the oxidation of xenobiotics and 
steroids (Guengerich 2007). Within the superfamily, one 
specific enzyme metabolizing a wide variety of 

antidepressants and antipsychotics is CYP2D6, primarily 
expressed in the liver (McConnachie et al. 2004). The 
CYP2D6 gene has been extensively researched, with many 
studies showing a strong correlation between allelic 
variation, drug metabolism and overall efficacy. 

Gaedigk et al. (2017) paper gathered CYP2D6 allele-
frequency data from various studies and sources to estimate 
frequencies of phenotypes across major world populations. 
Subjects categorized in the poor metabolizer status were 
predicted to make up about 0.4 to 5.4% of the population, 
intermediate metabolizers (decreased function) between 0.4 
and 11%, normal metabolizers between 67 and 90%, and 
finally ultrarapid metabolizers between 1 and 21% of the 
population. Certain function and non-functional allelic 
variants were extracted from the data, as they are only 
specific to some populations; for example, the CYP2D6*10 
decreased-function allele is very high in frequency in East 
Asia, as 45% of the population is reported to possess the gene 
(Gaedigk et al. 2017).  

Studies conducted show the CYP2D6 wild-type allele 
and CYP2D6*10 differ in their amino acid sequences; in the 
*10 variant, the 34th amino acid is changed to a Serine from 
a Proline, and the 486th position is a Threonine instead of a 
Serine (Yokota et al. 1993, Dai et al. 2015). The CYP2D6*10 
variant is also known to have a decreased metabolism, as 
discussed above, which suggests an effect on drug efficacy 
(Del Tredici et al. 2018). Given the association between 
ethnicity and CYP2D6 genotypes, it would be greatly 
beneficial to develop phenotype- or allele-specific drugs, 
utilized differently for various populations. 

 In a 2018 paper examining frequencies of CYP2D6 
alleles, it was observed that 93% of all alleles were single 
copy alleles, with the majority (62%) functioning normally; 
of the 7% of structural variants, the majority (68%) had no 
function. As such, the proportion of structural variants with 
no or decreased function (72%) were substantially higher 
than the corresponding proportion of single copy variants 
(38%), suggesting a strong correlation between structural 
variants and gene function. Additionally, the proportion of 
structural variants was higher in Asians (30%) compared to 
other ethnicities (6-11%), suggesting an overall decrease of 
CYP2D6 enzyme activity in Asians. There are clear, 
demonstrated connections between ethnicity and genotype, 
and an association between structural variants and 
metabolism type (Del Tredici et al. 2018). 
 Here, we aim to characterize the interaction between 
the substrates and the CYP2D6*10 variant. Through 

The International Young Researchers' Conference 129



computational methods, we modelled the binding affinity of 
the three substrates to CYP2D6 wild-type, *10, and Aldehyde 
Reductase. 

 
METHODS 

 
The 4WNW protein was reported to be the most 

similar to the CYP2D6*10 enzyme when bound to a ligand 
(Don et al. 2020). We retrieved the amino acid sequences of 
both the wild-type CYP2D6 as well as the *10 variant from 
UniProt in order to model a structure for the latter using 
SwissModel (Waterhouse et al. 2018). To model the 
structures for our ligand, we used the application 
ChemSketch and converted the models to PDB files suitable 
for Chimera. We then proceeded to remove the remaining 
substrates and non-integral charges from the retrieved 
4WNW crystal structure, leaving just the enzyme itself. 
Our selected negative control enzyme, Aldehyde Reductase, 
is not from the Cytochrome P450 superfamily, therefore not 
metabolizing fluoxetine, paroxetine, venlafaxine or 
nortriptyline. Glucose is a known substrate of Aldehyde 
Reductase, but not metabolized by any Cytochrome P450 
protein, therefore serving as a positive control for Aldehyde 
Reductase and a negative control.  

In order to prepare the structures for docking, we 
used the Dock Prep plugin within Chimera; first removing 
non-complexed ions from the structure (Shapovalov et al. 
2011), then determining the residue charges by the 
Gasteiger method (Wang et al. 2006). We converted the 
enzyme structures into PDB files in order to make it 
compatible with SwissDock when submitting the protein-
ligand pairs (Grosdidier et al. 2011). 

After we received the results, we analyzed the 
structures in order to determine whether or not the substrates 
were binding in their correct binding sites. For some of our 
negative controls, while we did get a full fitness value, we 
decided to disregard the number as the ligand was not 
binding in the correct active site. Full fitness value 
(kcal/mol) refers to the binding affinity of the ligand and the 
protein; the lower the full fitness value, the better the 
binding affinity. The Delta G value (Gibbs free energy) also 
refers to the binding affinity; similarly, the lower the Delta 
G value, the better the binding affinity. 

Additionally, we decided to confirm our data using 
another CYP2D6 wild-type (PDB code: 2F9Q), as the 
structure was used in a study conducted in 2008 (Ito et al. 
2008). We submitted this structure and the *10 amino acid 
sequence for threading using SwissModel (Waterhouse et al. 
2018). We repeated the preparation process in Chimera and 
submission to SwissDock. 

 In order to further validate the SwissDock results, 
we used X-Score, a program designed to compute binding 
affinity by Dr. Shaomeng Wang  group at the University of 
Michigan Medical School (Wang et al. 2002). In order to 
run the program successfully, we were required to split the 
PDB files downloaded from SwissDock into the protein and 
the ligand, a PDB file and a Mol2 file respectively. 
 

RESULTS 
 

 
FIGURE 1: comparison of fluoxetine (A), paroxetine (B), 
venlafaxine (C), and glucose (D) chemical structure. 
 

 
FIGURE 2: Comparison of the WT and *10 binding sites 
with fluoxetine (A), paroxetine (B), and venlafaxine (C) 
(blue shows WT, tan shows *10). 
 

After inspection of the amino acid sequences, the 
mutation in the 486th position of the *10 allele from a Serine 
to a Threonine is only three amino acids away from the active 
site. This change seems to have a great effect on the binding 
affinity, and therefore causes substantially lower metabolism. 
As shown in Figure 2, CYP2D6 WT and *10 have minimal 
differences in their structures. One noticeable difference is 
the orientation of the ligand within the binding site; for 
example, paroxetine binds completely flipped within the 
binding pocket. Since there are not many obvious differences 
between the structures as a whole, this suggests that the 
orientation of the ligand in the active site immensely affects 
binding affinity. 
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TABLE 1: Full fitness (kcal/mol) of each enzyme and substrate. NB indicates SwissDock did not predict binding in the 
correct binding site. 

 CYP2D6 WT 
(4WNW) 

CYP2D6*10 
(4WNW) 

CYP2D6 WT 
(2F9Q) 

CYP2D6*10 
(2F9Q) 

Aldehyde 
Reductase 

Fluoxetine -2104.54 -2006.49 -2277.55 NB NB 

Paroxetine -2133.69 -2038.27 NB NB NB 

Venlafaxine -2106.40 -2005.68 NB NB NB 

Nortriptyline -2073.38 -1981.23 NB NB NB 

Glucose NB NB NB NB -1405.39 

TABLE 2: Estimated  (kcal/mol) of each enzyme and substrate. NB indicates SwissDock did not predict binding in the 
correct binding site. 

 CYP2D6 WT 
(4WNW) 

CYP2D6*10 
(4WNW) 

CYP2D6 WT 
(2F9Q) 

CYP2D6*10 
(2F9Q) 

Aldehyde 
Reductase 

 Swiss 
Dock 

X-
Score 

Swiss 
Dock 

X-
Score 

Swiss 
Dock 

X-
Score 

Swiss 
Dock 

X-
Score 

Swiss 
Dock 

X-
Score 

Fluoxetine -9.225 -8.10 -9.06 -8.10 -8.01 -8.40 NB NB NB NB 

Paroxetine -9.17 -8.11 -9.13 -8.37 NB NB NB NB NB NB 

Venlafaxine -8.63 -7.75 -8.62 -7.87 NB NB NB NB NB NB 

Nortriptyline -7.02 -8.32 -8.29 -8.35 NB NB NB NB NB NB 

Glucose NB NB NB NB NB NB NB NB -6.44 -6.05 

 As predicted and shown in Table 1, our negative 
controls showed no binding to either WT nor *10 structures. 
Our positive control, aldehyde reductase, also bound to 
glucose. For all substrates except glucose, the wild-type 
protein was predicted to have substantially lower full fitness 
compared to the *10 variant when using SwissDock. Out of 
the four given substrates, paroxetine showed the best binding 
affinity as compared to the other two for both the WT and *10 
CYP2D6 enzyme.  

 Ito et al. (2008) paper found that the ligand 
nortriptyline bound to the CYP2D6 wild-type (PDB model 
2F9Q) had a  value of -8.89 kcal/mol when modelled, and 
-9.00 kcal/mol when observed experimentally. It was also 
predicted that the CYP2D6*10 had a more positive  value 
as compared to the wild-type protein, suggesting lower 
binding affinity. In contrast to their findings, none of our 
ligands bound correctly in the active site to the CYP2D6 

wild-type or *10 threaded using the 2F9Q wild-type, with the 
exception of fluoxetine with the 2F9Q wild-type. 

 When X-Score was used, the  values of the *10 
variant were lower than that of the wild-type, which indicates 
better binding affinity. These results directly opposed our 
previous outcomes from SwissDock, as SwissDock had 
consistently, for all our substrates, predicted the wild-type 

 value to be lower as compared to *10. 
 Ultimately, it was difficult to find previous studies 

with comparable results and data, and to run software that 
suited our study. Additionally, there was an inconsistency 
with our data from SwissDock; for example, when looking at 
the binding affinity of the CYP2D6 WT (PDB code: 2F9Q) 
with our ligands, only fluoxetine bound to the protein in the 
correct binding site, though paroxetine, venlafaxine, and 
nortriptyline are known substrates of CYP2D6. 
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DISCUSSION 
 

Our results suggest altered docking and lower 
binding affinity of fluoxetine, paroxetine, venlafaxine, and 
nortriptyline to CYP2D6*10 when using SwissDock to 
predict binding affinity by full fitness value. To our surprise, 
none of the substrates except for fluoxetine bound correctly 
to the CYP2D6 wild-type 2F9Q model. Moreover, none of 
our ligands bound with the CYP2D6*10 in the actual active 
site when the 2F9Q model was used for threading. 

From our results, it is probable that possessing the 
*10 variant causes lower binding affinity, leading to a drop 
in metabolism. This supports our initial hypothesis gathered 
from our literature review, as CYP2D6*10 is named as an 

  While this negative trend could 
be seen in the 4WNW wild-type and *10 when using 
SwissDock, the trend was lost when using X-Score or 
another model (PDB code: 2F9Q). 

Our findings and results were fairly limited due to 
the lack of availability in software and previous research or 
resources. Our data was limited to an in silico experiment, 
only using relatively outdated freely available resources 
(such as X-Score from 2003). There was an apparent lack of 
possible software that could be used, alongside a frequent 
need for troubleshooting. Additionally, there was a lack of 
public available data and studies on the *10 allele and gene-
based medication in Japan to use for comparison; we were 
unable to find reliable data for comparison. 

Studies have shown that the *10 allele is most 
prevalent in East Asians, the gene first being discovered in 
Japanese subjects. Within a study conducted in 1993, 
CYP2D6*10 is found to have a lower metabolic rate than a 
regularly functioning enzyme (Yokota et al. 1993). In the 
future, we strongly believe the need for an in vivo 
experiment within a lab to produce accurate results to 
confirm this study; this would be greatly beneficial towards 
Japanese health programs and pharmaceutical development. 
We also suggest, if possible, a population study to view and 
scrutinize the direct correlation and relationship between 
allelic variant or genotype and the binding affinity or rate of 
metabolism. Given the prevalence of the *10 variant within 
the Japanese population, we hope that this study contributes 
to the limited body of research on Japanese mental health, 
and may in the future be applied clinically to lower dosages 
for Japanese patients as a  dose may put the patient 
at a higher risk for adverse effects. This further suggests 
development in personalized medication, especially in 
Japan, since patients may be more prone to experiencing 
adverse effects. 
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Abstract Amidst the COVID-19 pandemic the majority 
of US states enacted a statewide stay-at-home order. This 
paper makes use of state-level heterogeneity in policy 
responses to conduct a cross-sectional regression analysis 
of lock-down response on Covid-19 deaths. The results of 
this paper suggest that states which imposed stay-at-home 
orders more quickly after reaching a threshold 
proportion of deaths had significantly fewer deaths 3 
weeks after lock-down. We use of a robust set of control 
variables in order to minimise bias arising from 
confounding factors. Results show that the predicted 
increase in the cumulative deaths after 21 days of 
lockdown for the average state associated with delaying 
implementation of policy by 1 week is approximately 
46%. The result shows that speed is a crucial factor that 
state governors should consider when enacting a stay-at-
home policy. 
 
Key Words COVID-19, Lockdown speed, Stay-at-home, 
Ordinary least squares,  Cumulative deaths 

INTRODUCTION 

I. Background 
COVID-19 is an infectious disease caused by the SARS-

CoV-2 virus that commonly affects the respiratory system 
and has been classified as a pandemic by the World Health 
Organisation [1]. In the United States the federal political 
system grants each state the authority to enact policies at their 
discretion. This has caused statewide responses to contain the 
virus to be enacted at different times; policies include stay-
at-home orders, face-covering requirements, large gathering 
bans, and travel restrictions. Measuring the effectiveness of 
policies is commonly done by tracking cases and deaths. In 
this paper, we chose to look solely at deaths. Stay-at-home 
orders have been a popular measure for states to enact. Stay-
at-home orders mandate citizens to restrict their movement 
outside of their residence. Given the prominence of this 
policy, a number of papers have already analysed 2020 stay-
at-home orders. 
II. Literature Review 

Tian et al. [2] looked at the effect of travel restrictions 
and other control measures on the prevention of the spread of 
SARS-CoV-2 in Wuhan, China in the first 50 days of the 
pandemic. The team used multiple methods of analysis 
including ordinary least squares (OLS) estimation. Results 

show that a faster response in intracity transports suspension, 
entertainment venue closures, and public gathering bans 
lower the number of COVID-19 cases in the first week. Their 
model suggested that the national emergency response and 
travel bans helped limit the confirmed COVID-19 cases by 
96% compared to a model where none of these measures 
were taken into effect.  

Fowler et al. [3] researched the effectiveness of stay-at-
home orders at a county level in the US. Using data from the 
COVID Tracking Project, the team graphed the log of 
confirmed cases of multiple counties and analysed the 
correlation between the counties that implemented stay-at-
home orders and ones that didn t. The team found that, 
overall, counties that implemented stay-at-home orders saw a 
reduction in COVID-19 cases compared to counties that did 
not implement any policy. I used this paper as a basis for our 
model and analysis. 

 
With the continued lack of containment of COVID-19 

cases, we still do not have a clear understanding of measures 
that are effective in containing COVID-19. By analysing the 
effect of policies, we can prepare the most effective way of 
dealing with continuous waves of this current pandemic or a 
new pandemic in the future. Here, we aim to analyse the 
correlation between the speed of lockdown and deaths caused 
by COVID-19.  

 
DATA 

  
Key data used in the analysis comes from the Kaiser 

Family Foundation[4], a non-profit organisation mainly 
focusing on medicare and health policies. Population data is 
from the 2010 and 2019 census [5], income is from the 2016 
American community survey [6], and political affiliation is 
from the 2016 presidential elections [7]. 

Starting this project our main goal was to look at the 
effects of policies on the number of deaths that occurred after 
the policies are enacted. In doing this we first looked at the 
different policies states implemented during this pandemic. 
A few common policies were stay-at-home orders, face-
covering requirements, gathering bans, and travel 
restrictions. We chose to look at the stay-at-home policy for 
our project because this was a policy most states put out and 
in our hypothesis we thought had the most effect out of the 
other common policies. From the paper mentioned above, we 
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know that there was a significant effect of having a lockdown 
at the county level. Our goal is to see if the speed at which 
this policy is implemented has an effect on the outcome. To 
measure the speed of lockdown we first thought of choosing 
a single date as a benchmark to see the difference in timing 
but this would cause bias in states with earlier COVID-19 
cases. Based on existing analyses [8] we came up with taking 
the number of days between the day at which 1 in 1 million 
deaths was reported in the state and the day the stay-at-home 
policy was implemented. This allowed us to get a more 
reliable benchmark for the speed of lock down because this 
would adjust for the timing at which each state was 
introduced with COVID-19 and the differences in population 
for each state.  

In order to evaluate the effect of the stay-at-home order, 
we looked at the number of deaths that happened after the 
policy. We chose to solely look at the deaths because of 

 
1Based on the data from the WHO and the CDC  the average 
incubation period is 5-6 days and the median lag time for fatality is 
13 days which, assuming the lockdown has an immediate effect on 

differences in the number of tests in different states, do not 
allow for a like for like comparison of cases across the states. 
If early policies were more effective we should see a lower 
number of deaths in such states.  

In order to have a benchmark for the deaths, we follow  
Fowler et al. [3] in looking at the day in which the lockdown 
was initiated and taking the number of cumulative deaths 3 
weeks (21day) after the enactment of the policy. We believe 
21 days is a sufficient period of time to capture  most of the 
deaths prevented due to lockdown based on calculations on 
the average incubation period and median lag time for 
fatality.1 This allows like for like comparison for each state. 

In our final data set, we only looked at the mainland state 
which had a lockdown policy implemented at some point. 
This was to get a more similar comparison between states. 
We also excluded New York from our data set because of its 
anomalous nature. (Figure 1A) This then left us with 41 states 
in our data set. 

 
 
 
 
 

transmission implies that most  of the prevented deaths would have 
occurred 18-19 days after lockdown. [9][10] 

TABLE 1: Descriptive Statistics of Key Variables      

VARIABLES Mean Median p25 p75 S.D. #Obs min max 

death21days 406.0 183 87 537 575.5 41 7 2,854 

lockdownspeed 2.341 2 -2 5 6.147 41 -10 21 

income 61,141 58,756 54,478 70,315 10,337 41 44,097 83,242 

politics 0.561 1 0 1 0.502 41 0 1 

population 7.210e+06 5.640e+06 2.976e+06 8.536e+06 7.557e+06 41 623,989 3.951e+07 

travelquarantine 0.512 1 0 1 0.506 41 0 1 

facecovering 2.439 3 2 3 0.976 41 0 3 

urbanpopulation 74.60 75.10 66.30 87.20 14.84 41 38.70 95 

FIGURE 1B: Histogram of logarithm of death21day 
excluding New York 

New York 

FIGURE 1A: Histogram of death21days 
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METHODOLOGY 

The above model is what we sought to estimate with the 
coefficient of interest being beta 1. The beta 1 coefficient 
multiplied by 100 is interpreted as the average predicted 
percentage point difference in the number of cumulative 
deaths after 21 days in a given state, after controlling for state 
differences, if the lockdown policy was delayed by 1 day. We 

considered a quadratic term on our independent variable 
because of the exponential nature of the spread of viruses. 
However, in this more flexible specification, we found the 
coefficient on the square term to be negative and the p-value 
to be insignificant indicating the linear model to be more 
appropriate. This is most likely because the early stages of a 
pandemic are best described in a linear fashion [11]. 

We estimate the above model using OLS regression. 
OLS takes the squared difference in the dependent variable 
and the predicted linear model and minimises the sum of the 
differences in order to estimate the relationship of the 
dependent variable on the independent variable. To obtain 
unbiased and efficient estimates, least squares has a number 
of assumptions that need to be met. These are discussed 
below. 

In order to demonstrate the normality of residuals, we 
applied the Shapiro-Wilk test [12] to our residuals. We 
realised that the dependent variable is log normally 
distributed through graphical analysis.  (Figure 1B)   

Hence we used the natural log of the dependent variable 
in our model. Furthermore, a Shapiro-Wilk test performed on 
the residuals gives us a p-value of 0.128 which is greater than 
0.05, meaning that we fail to reject the null hypothesis of the 
residuals being normally distributed.  

To deal with heteroscedastic terms we used robust 
standard errors.  

To ensure that multicollinearity does not have a 
significant effect on the standard errors of the estimated 
coefficients we performed a VIF test, the result of which was 

TABLE 2: Variable Descriptions  

Variable Definition Purpose 

lockdownspeed The number of days between 1 in 1 million COVID-19 deaths and implementation of a 
lockdown policy. (Higher values mean slower response time) 

Independent Variable  

death21days The number of cumulative COVID-19 deaths 21 days after the implementation of a 
lockdown. 

Dependent Variable 
 

Politics  
 

Republican or democratic state taken from the 2016 presidential election. Control Variable  
 

Urbanpopulation  
 

% of population classified as urban taken from the 2010 census. Control Variable  
 

Population  
 

State populations were taken from the 2019 census. Control Variable  
 

Income 
 

Average state median household income was taken from the 2018 American community 
survey. 

Control Variable  
 

Travel Quarantine Dummy variable describing the occurrence of a travel quarantine.  Control Variable 

Face Covering  Categorical variable describing the different strengths of a face covering policy. 
Required for General Public (3) 
Required for Certain Employees (2) 
Allows Local Officials to Require for General Public (1) 

Control Variable 

FIGURE 2: Scatter plot of predicted values on the log of 
number of deaths 21 days after lockdown. 
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1.92; this low value [13] provides sufficient evidence that we 
do not have significant multicollinearity in our model. 

Strict exogeneity is required in order for the least squares 
estimator to be unbiased. This can be caused by multiple 
different factors such as measurement error in the 
independent variable, simultaneity, and omitted variables. It 
is reasonable to assume that there is almost no measurement 
error in the independent variable because we know the exact 
dates in which the policies were taken into effect. 
Simultaneity can also be ruled out because our values of the 
dependent variable were realised 21 days after our 
independent variable. The most likely source of bias is from 

omitted variable bias. In our model, we included a range of 
control variables to minimise omitted variable bias. 
 

In the table above we describe each variable and the 
purpose it has in our model. (Table 2)  

 
 

RESULTS 
 

As expected the simple regression model in column 1 
(Table 3) shows a positive correlation between speed of 
lockdown and the cumulative deaths after 21 days but is not 
statistically significant. However, this result fails to take into 
account potentially confounding variables. The 2nd column 
includes population size and region controls which increases 
the average predicted impact of delayed policy 
implementation on the cumulative deaths after 21 days of 
lockdown and the result is now statistically significant at the 
1% level. The 3rd column includes additional controls such 
as urban population, income, and politics demonstrating the 
robustness of the result: the coefficient on lockdownspeed 
remains positive and statistically significant. Finally in the 
4th column we take into account some of the other policies 
that were implemented in a similar timeframe to ensure we 
are not capturing the effect of policies other than lockdown. 
The magnitude of the coefficient decreased slightly but is 
still significant at the 1% level. 

From our results, we can see that the coefficient does not 
change greatly in the different variations of the model 
ranging from 5-8 percentage points and that the p-value of 
the coefficient implies that there is a statistically significant 
relationship.    

The result from our preferred specification (column 4) 
suggests that the expected increase in the cumulative deaths 
after 21 days of lockdown for the average state associated 
with delaying implementation of policy by 1 week is 46.2%. 
With the average number of COVID-19 deaths after 21 
days of lockdown being 408 deaths, if we imagine a 
scenario in which the average  state implements a stay-at-
home policy a week later, we would expect to see an 
increase in deaths from 408 to 596. 
 

DISCUSSION & LIMITATIONS 
 

 These results strongly support rapid action from 
state governments in response to the spread of COVID-19. 
Additionally as seen in the table urban population and travel 
quarantine seem to also have a significant effect on the 
deaths. As expected the urban population has a positive 
coefficient and travel quarantine has a negative coefficient. 
This shows that higher urban population % is correlated 
with an increase in cumulative deaths after 21 days of 
lockdown and that a travel quarantine is associated with 
lower deaths. 
 The R-squared value shows that our preferred 
specification has high predictive power. Furthermore, this is 
represented in figure 2 with our predicted deaths strongly 
correlating with the actual number of deaths. 

TABLE 3: OLS Results 

VARIABLES (1) (2) (3) (4) 

lockdownspeed 0.0519* 0.0730*** 0.0807*** 0.0660*** 

 (0.0291) (0.0238) (0.0203) (0.0224) 

population  1.01e-07*** 3.94e-08 2.60e-08 

  (3.11e-08) (2.51e-08) (2.59e-08) 

politics   0.372 0.620 

   (0.389) (0.410) 

income   -3.98e-06 -6.31e-06 

   (2.39e-05) (2.74e-05) 

urbanpopulation   0.0613*** 0.0647*** 

   (0.0142) (0.0151) 

travelquarantine    -0.799** 

    (0.303) 

1.facecovering    -0.251 

    (0.418) 

2.facecovering    -0.202 

    (0.502) 

3.facecovering    0.118 

    (0.372) 

Region Controls? N Y Y Y 

Observations 41 41 41 41 

R-squared 0.050 0.435 0.673 0.743 

Robust standard errors in parentheses  
*** p<0.01, ** p<0.05, * p<0.1 
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 While we were able to do an analysis on a data set 
with 41 observations this is rather small from a statistical 
standpoint and consequently, the power of the statistical 
tests conducted is low. In future improvements to this 
analysis, it would be better if we could gather more data. 
For example, we can work on a county scale, not state-level 
as done by Fowler et al. [3].   
 Although we attempted to account for confounding 
factors, we cannot rule out the possibility of endogeneity 
and therefore bias as we don t account for every variation 
between states, such as the age distribution of the state. As 
such we cannot say with certainty that our results are causal. 
One possible variable that may affect our data is the 
availability of beds for COVID-19 patients in each state. 
This theoretically could have caused a faster response to 
COVID-19 as the state has a smaller capacity to take in 
patients and will cause greater deaths after 21days because 
of the lack of medical preparation the state had. Assuming 
this is plausible our failure to account for this in our analysis 
implies our estimate of the impact of the speed of lockdown 
is an underestimate. Further analysis needs to be conducted. 
 In our paper, we looked at the stay-at-home policy 
to be the most effective policy when it came to COVID-19 
response. But it is true that there were several other policies 
that were enacted within days of each other.  Although we 
account for some of these, we cannot say that our findings 
capture solely the effect of the speed of lockdown but 
instead captures the effect of lockdown and other bundled 
policies enacted in the same timeframe.  
 

CONCLUSION 
 We analysed the effect of the speed of lockdown 
on the number of deaths after 21 days of lockdown. This 
shows that the speed of lockdown is a crucial factor that 
state governors should consider. However, we recommend 
policymakers take in to account other research of other 
policies because we do not have a measure to compare 
different aspects of multiple policies; there is a possibility 
that there are other factors more impactful than the speed in 
which the lockdown is enacted. Furthermore, we are not 
comparing the magnitude of the effect of the speed of 
lockdown to other significant policy measures like the 
strength of lockdown, the duration of lockdown, and other 
policies. We leave this to further research.  
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Abstract  Photography, like all art, is subjective. Critics 
view photography to find meaning through the multiple 
implications they make from the subjects that appear, 
lighting used, etc. However, photography maintains an 
objectivity as well in its ability to take a moment out of 
time itself, a form of elegy. This research paper expands 
on this idea through examination of two photographs, 
Eliot  Red Tree Near Cades Cove, Great Smoky 
Mountains National Park, Tennessee and my Man in 
Nature. Through Susan Sontag  lens of photography as 
elegy, I investigate the themes of solitude in nature and 
isolation from it by analyzing the two  subjects, 
color, and lighting. I end with a call to action for a 
reexamination of  relationship with nature 
through the photographic medium in an attempt not 
only to reconnect with the natural world but also to 
mitigate the effects of climate change.  
 
Key Words  Photography, Elegy, Eliot Porter, Susan Sontag 

INTRODUCTION 

Photography. A simple image or  of our 
world can be created with the effortless press of a button. 
Nevertheless, what some may see as an elementary process is 
a grand form of art with the ability to present innovative 
physical, metaphorical, and metaphysical perspectives [1]. 
Presenting photography as a true form of art may require a 
reexamination of the definition of art. To many, art is 
something pleasing to the eye, something that must send a 
deep or underlying message to the audience. However, this 
definition is insufficient and prescriptivist. Instead, art is 
subjective [2]. It is like water: its form is not predetermined, 
but rather is shaped by the container that the individual places 
it in.  
 Yet seemingly contradicting this subjectivity, an 
objectivity of photography exists in its  nature, as 
described by Susan Sontag [3]. The same press of a button 
that captures perspectives simultaneously  time 
itself to store the fleeting moment on a chip or on film, 
essentially  or  the present [3]. This death 
allows the photographer to reshape and change the meaning 
of the photograph itself, fundamentally altering the 

 percept. As photographs isolate specific instances 
of time from linearity, they are   they secure 

a slice of reality like one would preserve a butterfly for their 
collection [4]. 

Viewed as elegy, nature photography above all other 
forms reveals the fragility of life. Nature photographers work 
to bring awareness to the solace offered by the natural world 
as justification for the responsibility humans have to maintain 
it [5]. The logic of the nature photographer is that if people 
witness the value and serenity of nature, they will want to 
preserve it. Unfortunately, their efforts are failing. Climate 
catastrophe appears inevitable, and the environments once 
captured in their photos disappear as days pass. In essence, 
their solitude is replaced with isolation, a separation of man 
from nature. Yet in taking a picture of this solitude, 
photographers execute solitude itself, leaving only isolation 
in its stead. One can never experience the joy the 
photographer felt when capturing the image; they can only 
reflect on the impossibility of experiencing it. It is a dead 
moment. To both reveal the death of solitude shown in Eliot 

 1967 Red Tree Near Cades Cove, Great Smoky 
Mountains National Park, Tennessee and to reaffirm the 
isolation of modernity, I submit my 2020 Man in Nature [6, 
7].  

Most recognizable from his success with the Sierra 
Club and his pioneering use of Kodachrome film, Porter was 
one of the most influential photographers to ever hold a 
camera - especially in the environmentalist world [3]Trained 
as a scientist, his unique take on nature photography helped 
to shape narratives around  role in preserving 
nature [5]. His Red Tree, as seen in Figure 1, attempts to 
emphasize the importance of solitude found through nature in 
its subject, color, and lighting techniques, while my Man in 
Nature, Figure 2, using similar techniques, highlights  
increasing distance from nature and isolation resulting from 
the use of machines as a substitute for the natural world and 
the very elegiac nature of photography itself. These two 
works, through subtle but coherent differences, ultimately 
express a shift in focus from solitude to isolation. 

In this paper, I define solitude as the healing, 
reflective experience of communing with nature, whereas 
isolation define as the separation of man from nature and 
subsequent loneliness and depression resulting from said 
separation.
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FIGURE 1: ELIOT PORTER, RED TREE NEAR CADES COVE, GREAT SMOKY MOUNTAINS NATIONAL PARK, TENNESSEE. 1967. 
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FIGURE 2: Yuta Namba, Man in Nature. 2020.  
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ANALYSIS OF RED TREE 

Red Tree celebrates solitude in its subject; the image 
focuses on a sole, red tree against a background of its green 
cousins. Porter achieves this focus not only through the 
contrast of foreground and background, but also by centering 
it. The viewer sees no human, nor any evidence of human 
interaction or manipulation; instead, they witness only the 
natural world. The viewer is aware that the photograph has to 
be taken by someone, but the lack of human interference 
frames the photographer as  acute but non-interfering 

 [4]. The trees in the background of this photo are 
compressed together, with only dead leaves on their thin 
branches, yet they do not suggest sadness or loneliness. Their 
distance from the red tree is what allows it to live; were they 
to invade its space and break the sanctity of this solitude, the 
red tree would lack the room it needs to grow.  visual 
claim of solitude highlights the beauty of the red tree, the 
purity of the deep level of reflection and whole human 
experience only accessible through solitude in nature. 

 
  use of color in Red Tree further showcases 
the theme of solitude in nature. The red leaves of the central 
tree contrast sharply with the bluish green of those in the 
background, yet the red tree is not isolated. It is taking part in 
the larger cycle of life; its red leaves will soon fade to brown 
and fall. In this sense, the red Porter has captured is a 
reminder to the audience of the   [4]. The 
trees around it gradually fade into blackness, suggesting the 
eternal nature of this cycle and celebrating the solitude of this 
tree. This solitude does not mean that the subject must exist 
outside of all external influence; that would be impossible in 
a universe as intimately connected as our own. However, this 
intricate play of red, green, and black shows how in the 
natural world one can exist concurrently in the solace of 
independence and interconnection. 
 

Similarly, Porter uses lighting in innovative ways to 
emphasize the solitude of Red Tree. Even at first viewing, the 
lighting between the background and foreground heavily 
contrasts. The background is dark, while the subject in the 
foreground is lit. This lighting contrast instantly pushes the 

 attention toward the subject, which as noted 
above, fosters feelings of solitude. The lighting is also 
symbolic: it is from the natural light source (the sun) that the 
red tree flourishes.  choice to use natural lighting 
further distances human interference from the solitude of 
nature. He could have chosen to use artificial bulbs and 
flashes, but these would have detracted from the sanctity of 
the natural experience. To find solace, humans need bring 
nothing of their own into the natural world; they must simply 
take in its glory and look at it with  [4]. 

ANALYSIS OF MAN IN NATURE 

However, it is exactly this  that is at the 
root of  seemingly irreparable rift from nature: 

 has become more a subject for nostalgia and 

indignation than an object of  [4]. Humans no 
longer feel a direct connection with nature and are isolated 
from it. Man in Nature first reveals this isolation through its 
subject. Instead of the natural symbol of the red tree, Man in 
Nature focuses on a man. Humanity has gone beyond the role 
of observer and has usurped the center, both pictorially and 
in a larger metaphorical sense. He has completely isolated 
himself from nature, killing it away with the artificiality of 
the man-made devices that surround him. While Red Tree 
approaches the main subject from an upward angle, 
suggesting the limitless growth of solitude, Man in Nature 
looks down upon the subject, crushing him with the weight 
of his isolation. This weight is further felt in his collapsed 
neck; his isolation physically forces him to cower beneath his 
own creations.  
 
 Color in Man in Nature further emphasizes this 
isolation. Whereas the main subject of Red Tree glowed a 
glorious red, the man in this photo is awash in blackness. Like 
in Red Tree, this blackness suggests eternity, but it differs 
from the celebratory eternal cycle of life. It is the eternity of 
loneliness, a blackness of the soul. Man has isolated himself 
from nature and no longer feels its calming effects; the 
subject and the viewer in turn become  

 of the artificial world and take no time for peace 
and reflection [3]. Yes, the monitors on either side of the 

 head project color, but they are the unnatural hues 
of a computer-generated world, one which illuminates human 
loneliness.  

 The very lighting of Man in Nature suggests 
isolation. Instead of the life-giving light source of Red Tree, 
this photo is lit only by computer screens. Beyond them, the 
viewer sees only darkness. Without his technology, man 
disappears, but it is this same technology which isolates him. 
It is not a nourishing light like the sun, and nothing organic 
exists around the subject to feed him. The artificial light is 
the eternal moon eclipsing the  sun; without its light, 
he will die. These negative connotations are embodied in the 
framing of the subject. The subject is literally a negative; the 
backlighting of the photo traces an outline around him. This 
negative status is symbolic of the broader role his 
distanciation from nature has caused in his life, and it 
connotes sorrow and misery. 

CONCLUSION 

Although both of these works have created a 
distinctly contrasting theme, both Red Tree and Man in 
Nature have separated human from nature. Red Tree 
represents humans finding solitude not for themselves, but 
rather in nature. Likewise, Man in Nature represents how 
humans have completely separated from nature, replacing it 
with machines. Yet, this theme is not only concurrent in these 
two photographic works, but is now a part of human nature 
as well. Though we view our ancient ancestors as part of the 
natural world, modern humans view themselves as a distinct 
race. Red Tree reminds us of a reality we will never again 
experience, and Man in Nature reflects our present 
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predicament. This may explain the beauty humanity sees in 
photography, as its elegiac nature is relatable to our own. 

Porter wrote in his first widely-distributed book that 
 wildness is the preservation of the  [8]. As he 

continued working in nature photography, he saw the 
degradation of this wildness and  to appreciate the 
terrible consequence of  unnecessary destruction of the 
natural  [8]. Though climate change has 
accelerated and humans feel less and less attached to nature, 

 elegiac quality reveals to us that we do not 
need to lose hope yet; we must simply reexamine our 
relationship with nature. The idea of human and nature is a 
misnomer: we are a part of the natural world, as is everything 
else on this Earth. 
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Abstract - Alveolar bone resorption (ABR) occurs when 
bone deconstruction takes place in the areas 
surrounding and supporting a tooth. Traditional 
diagnostic methods to determine ABR include 
assessment of clinical parameters and radiographs; 
however, the current diagnostic techniques lack the 
capability to predict and assess future ABR occurrence 
among individuals. Both male and female walk-in 
patients visiting a local Japanese hospital throughout 
March 2017 were selected for this study. For fair 
comparison, all samples were collected focused on the 
primary molar. Radiographs of the alveolar bone and 
tooth were taken for diagnostic purposes. From this 
study, it was established that the alveolar bone matrix is 
affected by both sex and age. More specifically, box plot 
analyses show that: alveolar bone matrix is affected by 
both sex and age; female and male alveolar bone 
development peaks at the 40s and 50s age group, 
respectively; female alveolar bone resorption start[s] at 
the 50s age group, and  male alveolar bone resorption 
starts at the 60s age group. 

Key Words: alveolar bone resorption (ABR); BoneJ; 
radiographs 

INTRODUCTION 

I. Background 

Alveolar bone/ process is an elevated ridge of the 
maxima, or mandible where the teeth are housed. [1]  There 
are two components which are alveolar process and alveolar 
bone proper. Alveolar process is formed to house the 
developing tooth buds and roots of the teeth. Alveolar bone 
proper is the portion of bone that lines the tooth socket. 
There are three different sections in an alveolar bone, which 
are upper interradicular septum (UIS), middle interradicular 
septum (MIS) and lower interradicular septum (LIS). Each 
section has a different densities of alveolar bone matrix.  

 
Alveolar bone resorption (ABR) is the destruction of 

bone in the areas surrounding and supporting a 
tooth.[2]Besides, ABR has been associated with oral hygiene 
and age of the individual, wherein, individuals with poor 
oral hygiene developing periodontal disease exhibit more 
ABR while aging individuals slowly and gradually develop 
ABR. [3] 

II. Significance 
 
Alveolar bone health is often neglected, however, the 

state of the alveolar bone as someone ages may have an 
directly affect 

the type and amount of food one will ingest. In this regard, 
establishing the age-related pattern of alveolar bone matrix 
could similarly guide dental practitioners in knowing the 
specific age-related health of the alveolar bone matrix 
during dental procedures. Moreover, by having establish the 
age-related AB matrix, dental practitioners may likewise be 
guided in diagnosing early onset ABR and, subsequently, 
appropriate therapeutic treatment can be performed 
immediately.  

 
III. Objective 

 
Currently, traditional diagnostic methods to determine 

ABR include assessment of clinical parameters and 
radiographs; [4]however, these conventional techniques are 
limited since only a historical perspective (not the present 
and actual appraisal) is used to establish ABR and, more 
importantly, current diagnostic techniques lack the 
capability to predict and assess future ABR occurrence 
among individuals.[5] Gingival crevicular fluid (GCF) is a 
physiological fluid that is excreted from the gingiva and 
usually builds up between the dental-gingival space. In the 
advent of the 21st century, advances in the use of oral fluids 
(such as the GCF) as possible sources of disease biomarkers 
are becoming popular since oral fluids contain several 
mediators often associated with several diseases and disease 
manifestations, including ABR. However, at present, 
prospects of using GCF as an indicator of ABR have never 
been elucidated. In this regard, I hypothesize that certain 
components found in the GCF have the potential to be used 
as a biomarker to determine and predict ABR occurrence 
among individuals.[6] [7] 
 

METHODOLOGY 
  
IV. Patient Selection 

 
Ethical approval was obtained from the local ethics 

committee prior to the start of this study. Both male and 
female walk-in patients (n=39) visiting a local Japanese 
hospital throughout March 2017 were used (Figure 1). A 
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nonprobability purposive sampling was performed to satisfy 
the study requirements concerning sex and age. Male and 
female patients were grouped and at least 3 patients per age 
group (the 20s, 30s, 40s, 50s, 60s, 70s) were utilized. Age 
groups were divided by 10 to reflect the patients age that 
visited during the collection timeframe. Number of patients 
used for the study is dependent on patient check-in during 
the designated collection time-frame. All patients were 
informed that their participation was voluntary, and consent 
was obtained from each participating patient. Among the 
selected patients based on age and sex, patients were further 
subdivided into patients with healthy tissue and patient with 
periodontal disease. Patients who are smokers, or on an 
antibiotic regimen, or anti-inflammatory drugs (except for 
the elderly volunteers) were disqualified from this study. 
 
V. Sample selection 

 
For comparison, all samples collected focused on the 

primary molar, and probing depth was measured for 
periodontal tissue examination. Radiographs of the alveolar 
bone and tooth were taken for diagnostic purposes and 
results were used for the study. Similarly, GCF was 
collected using a paper point inserted at 6 different locations 
of the tooth. Both radiography and GCF collection were 
performed in all patients following the same timeframe 
(between 9:00-11:00 AM) prior to any treatment. 

 

 
VI.   Alveolar bone assessment 

 
AB matrix across the age groups, between sexes, and 

oral condition comparison were determined using the 
radiograph from each patient and analyzed using BoneJ 
software (a specialized software used to measure bone 
matrix).  

 
VII. Biochemical analyses.  

 
Representative cellular stress [oxidative stress: total 

heme, H2O2; nitrosative stress: nitric oxide; ER stress: 
GADD153][9][10] and cell signaling [substance P[11], 
calcium[12], NF- B[13]] [14] components were measured using 
commercially available kits. [15] 

 

IX. Comparative analysis 
 
Radiographs and GCF samples from subdivided 

patients with the same sex[16] and age[17][18] were compared 
to one another in order to establish the possible differences 
and potential disease markers with therapeutic applications.   
 

RESULTS AND DISCUSSION 
 

Throughout this study, both computational and 
biochemical approaches were performed in order to 
establish the age-related differences in the AB matrix. 
Computational approach (BoneJ) was utilized to establish 
the differences among UIS, MIS, and LIS between the 
different age groups. Biochemical approaches (stress and 
cell signaling) were performed to determine any 
biochemical patterns that may be associated with variations 
in AB matrix.  
 
X. Interradicular septum varies between age groups and sex 

 
As seen in Figure 2, the surface plot color and 

measurement among the interradicular septums (UIS, MIS, 
LIS) and age (20s-70s) varies. [17] In regards to the 
interradicular septum (vertical data), the interradicular 
septum is found between the molar roots and is further 
subdivided into 3 parts with the UIS being closest to the 
crown, MIS position underneath the UIS, and LIS located 
farthest from the crown, but closer to the jaw bone. Among 
the varying age groups, it is evident that UIS has the lowest 
AB density, MIS has an intermediate AB density, and LIS 
has the highest AB density. Overall, this is consistent with 
how the tooth molar functions. In a chewing scenario, the 
function of the tooth molar is to grind and breakdown food 
which in-turn would mean high amounts of physical stress 
(related to bite force) within the AB matrix. Having a softer 
UIS would allow for the AB matrix to absorb most of the 
physical stress related to chewing. Subsequently, the MIS 
serving as an intermediary between the UIS and LIS may 
partially function in absorbing physical stress and at the 
same time hold the tooth molar in place. Ultimately, the LIS 
may serve as the base thereby provide a solid foundation to 
hold the tooth molar in place. 
 

In regards to the observed age-related AB matrix 
variation (horizontal data), it is apparent that the older the 
patient the AB matrix in the UIS, MIS, and LIS changes. 
This would suggest that the AB changes as the aging 
process progresses in both female and male patients. It is 
possible that at 20s, AB is not fully developed which may 
explain why there is lower AB density (yellow to yellow 
green color). Surprisingly, comparing the AB between 
female and male individuals;the estimated AB matrix (dark 
green to blue color) is highest during the 30s and 40s among 
aging female patients, whereas, among aging male patients, 
estimated AB matrix is highest during the 40s and 50s. This 
would imply that the AB matrix density is fully developed 

FIGURE 1: Patient selection and sample collection. Upper 
(UIS), Middle (MIS), and Lower (LIS) interradicular 
septum are indicated. 
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at these age groups. Interestingly, after obtaining the highest 
AB matrix measurement, there seems to be a tendency to 
dip (50s-60s) and eventually rise again (60s-70s), 
particularly among the elderly aged group (60s and 70s) 
which could be due to tooth loss among the elderly 
population, whereby, loss of tooth among the elderly would 
in-turn solidify the AB matrix thereby increasing its density  
Taken together, these results would suggest that: (1) the AB 
matrix differs between sex and aged groups; and (2) the AB 
matrix development peaks at the 30s-40s age group for 
females and 40s-50s age group for males.  
 

 

 
XI. Stress and cell signaling related to bone resorption 
varies among age and sex 

 
There are various types of cellular stresses occurring in 

a cell[18], among them: oxidative stress, nitrosative stress, 
and endoplasmic reticulum stress. Oxidative stress 
represents an imbalance between pro-oxidant and anti-
oxidant activities, nitrosative stress is caused by the reaction 
of nitric oxide with oxygen or superoxide resulting in the 
formation of reactive nitrogen species with varying 

reactivity that could directly affect cellular enzyme activity, 
and ER stress is considered a cellular response activated 
when unfolded proteins accumulate within the ER in order 
to preserve ER function. Cellular stress have been correlated 
to age-related diseases and considering ABR is age-related 
it is possible that cellular stress (via oxidative, nitrosative, 
and/or ER stresses) along the GCF may contribute to ABR 
induction. 

For this study, we established oxidative stress 
occurrence by measuring both total heme and H2O2. 
Similarly, we established nitrosative stress by measuring the 
amount of nitric oxide. Finally, we established ER stress by 
measuring the amount of GADD153. All these biochemical 
components used for this study are known biomarkers for all 
3 cellular stresses, respectively.  

Subsequently, cellular stress is known to trigger other 
physiological cell signals that have been associated with 
bone resorption, such as: substance P, calcium, and NF- B. 
Substance P has been associated with osteoclastic bone cells 
responsible for breaking down bone tissues, whereas, 
calcium signaling is known to directly trigger bone 
resorption. Moreover, NF- B is known to activate 
osteoclast-related bone resorption. Thus, all these cell 
signals are known biomarkers of bone resorption.  

In general, among the biochemical components studied 
(Figure 3), a common bi-modal distribution (40s:60s age 
group) can be observed in all male patients studied across 
age groups (indicated in blue). In contrast, among female 
patients studied across age groups (indicated in red), 
multiple sets of bi-modal distribution is observed: 30s:50s; 
40s:70s; and 50s:70s age groups. These results would 
suggest that GCF components and production are consistent 
in male patients throughout the ageing process, whereas, 
among female patients, GCF components and production 
have a tendency to shift as the ageing process progresses. 

Admittedly, all data sets are based on theoretical and 
computational analysis of actual patient diagnosis. 
Moreover, the collection timeframe is short and collection 
site was limited to one. As a possible future study, 
expanding both collection timeframe and site may provide a 
better overview of the age-related differences in alveolar 
bone matrix.  Additionally, considering all volunteer 
patients were Japanese, expanding the study to include other 
nationalities could be another aspect to explore. 
 
 
 
 

FIGURE 2: Alveolar bone matrix of female and male 
patients differs. Color legend representing the alveolar 
bone matrix is indicated on the right. Color gradient 
going up the legend represents higher alveolar bone 
density. Color gradient going down represents lower 
alveolar bone density. 
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CONCLUSION AND IMPLICATIONS 

In summary, these results suggest that: (1) alveolar bone 
matrix is affected by both sex and age; (2) female and male 
alveolar bone development peaks at the 40s and 50s age 
group, respectively; (3) female alveolar bone resorption start 
at the 50s age group, and (4) male alveolar bone resorption 
starts at the 60s age group.  

As a possible clinical application, these results 
demonstrate that certain GCF components could serve as 
biomarkers for the early diagnosis and treatment of ABR. 
Moreover, the proposed AB matrix pattern may likewise 
serve as a reference or guide for dental practitioners when 
performing procedures or treatment involving AB, such as 
root canals, implants, and braces.  
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Abstract - Farmers often encounter significant financial 
losses due to pathogenic diseases. Fusarium is known for 
damaging plants by secreting polygalacturonase, which 
causes cell wall degradation. This paper reports the 
identification of polygalacturonase in Fusarium through 
the fabrication of the ruthenium red-based biosensor. The 
augmented ruthenium red-based biosensor uses the PGA-
RR complex and allows physical experimentation in the 
actual field. Multiple polygalacturonase enzymes were 
tested with varying concentrations and the biosensor 
detected the reflected light from those enzymes using a 
spectral sensor. Two experiments were conducted: one 
with the use of chromatography paper and the other 
without it. The experiments suggested that the biosensors 
were capable of detecting the enzymes. As the 
concentration of the enzymes increased, the amount of 
reflected light at various wavelengths increased. This 
finding is significant because this new prototype offers 
possible ways of detecting these pathogenic diseases and, 
meanwhile, advancing the field of bioengineering and 
biotechnology.  

Key Words  Polygalacturonase, Fusarium, Ruthenium Red, 
Polygalacturonic Acid, Polygalacturonase Inhibiting 
Proteins, Reflected Light, PGA-RR complex 

INTRODUCTION 

I. Gerbera  

Gerbera Daisy (Gerbera jamesonii) is in the family of 
Asteraceae and originated from South Africa. It is known for 
its luminescent colors and is frequently used as ornamental 
flowers. In 2018, in Japan, the three largest producers and 
shipping amounts were Shizuoka-ken (59,000 k/flower), 
Fukuoka-ken (20, 9000 k/flower), and Chiba (8,530 k/flower) 

from 2004 to 2018 is in a declining trend with the planted 
acreage decreasing by 16.2% and the shipping amount by 
21.4%. Although the economic impact of Gerbera daisies in 
Japan is not relatively significant, prefectures such as 
Shizuoka and Miyagi rely on these flowers for their major 
flower production. Moreover, flower shops in Japan typically 
sell these flowers due to their wide range of consumers.  

 
 
FIGURE 1: Image of Gerbera flowers 
 
II. Fusarium 
 
Fusarium is a genus of multiple pathogenic, fungal diseases 
that are known for damaging seedlings and young shoots, 
causing leaf spots, leaf blights or leaf rots, sheath rots, and 
rots of the shoot tip, and also developing oval and dark brown 
necrotic spots (Srivastava et al. 2018). Its main hosts are over 
150 species of fruits, vegetables, and flowers. Although there 
are nearly 20 species of Fusarium, most prefer sub-tropical 
environmental conditions. Still, there are variances in species 
regarding optimal humidity and temperature. According to 
William E. Nganje et al., from 1993 to 2001, Fusarium Head 
Blight had an economic loss of 2.492 billion dollars regarding 
hard red spring (HRS) wheat, SRW wheat, durum wheat, and 
barley. This cumulative economic impact continues until 
today due to the non-existence of effective detection methods. 
Although numerical evidence of Fusarium attacking Gerbera 
is still unknown, the existence of PGIPs in Gerbera implies 
the presence of pathogenic diseases such as Fusarium.  
 
III. Plant Defense Against Fusarium 
 
Plants, such as Gerbera, secrete polygalacturonase inhibiting 
proteins (PGIP) to defend against polygalacturonase (PG). To 
break through the cell wall, Fusarium produces PGs that 
cause cell wall degradation and breakdown of plant tissue. As 
the PGs slowly break down the cell wall, it also produces 
oligogalacturonides (OG) fragments, which triggers defense 
responses of the cell. When the flower detects these 
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fragments, it secretes PGIPs that inhibits the PGs by slowing 
down or stopping the spread of PGs.  

IV. PGIP Expression in Other Flowers 

researchers have studied other plants that are similar to 
Gerb Arabidopsis thaliana 

AtPGIP1 and AtPGIP2). 
This plant is frequently used in biological experiments 
because it acts as a model organism with a simple biological 
structure. Ferrari et al. conducted an experiment where they 

when Botrytis cinerea 

PG from Botrytis cinerea and the overexpression of PGIP
in Arabidopsis slowed the infection and wounding (Ferrari et 
al. 2003). Sunflowers (Helianthus annuus L.), which is also 
part of the Asteraceae family, contain PGIPs that hinder the 
progression of PGs. Researchers identified four PGIP genes 
(HaPGIP1, HaPGIP2, HaPGIP3, and HaPGIP4) and 

-synonymous substitutions 
are genetically diverse in multiple species: H. maximiliani, H. 
ciliaris, H. paradoxus, H. tuberosis, and H. petiolaris (Livaja 
et al. 2016).  

V. PGIP and PG Activity in Gerbera and Fusarium  

Although PGIP and PG activity in Gerbera is not well 
understood, in 2015, Wen Fang discovered PGIP activity in 

 Botrytis cinerea (Fang 
2015). Fang discovered two distinct PGIPs and six endo-PGs 
in two Gerbera populations and the quantitative trait locus 
(QTL). They used gene sequencing and genotyping to 
identify Gerbera PGs and PGIPs. While the existence of 
PGIP activity in Gerbera is identified, the amount in which 
Fusarium produces PGs are relatively hard to quantify 
because of the variation in Fusarium species. Nevertheless, 
the production rate of PGs will not affect our results because 
the production rate does not directly affect the readings of the 
biosensor.  

VI. Detection of PG activity using assays 

Although our research was based on ruthenium red and the 
PGA-RR complex, the detection of polygalacturonase 
activity can be accomplished in numerous ways. Qian Li et al. 
(2015) introduced a method involving dilution of PGs and 
enzyme reactions with dinitrosalicylic acid (DNS). Although 
this method provided accuracy, it contained substances that 
were dangerous in a high school research environment. 
Another possibility was utilizing a color sensor to detect the 
presence of rot. However, this was impractical because the 
biosensor would detect any substance that has that specific 
absorbance wavelength. Finally, polymerase chain reaction 
(PCR) is another major detection method for numerous 
enzymes and substances. It allows researchers to rapidly 

create millions of copies of the gene to facilitate the 
observation. For example, the detection of COVID-19 
(Orthocoronavirinae) utilizes PCR and Kovutunovych et 

Klebsiella 
oxytoca employs PCR to test for the presence of pathogenic 
DNA. However, our biosensor cannot easily incorporate a 
fully functioning PCR due to its technical requirements and 
compact size of the device. The biosensor fabricated in our 
experiment ensures safety, efficiency, applicability, and 
effectiveness. The biological idea and technology used in this 

 (2020). 
research involved the creation of a paper-based biosensor that 
was able to detect polygalacturonase activity in Allium White 
rot disease. However, significant improvements are made to 
meet our research objectives and endeavors.  
  
VII. Reasons to Conduct this Research  
 
Often, farmers fail to detect Fusarium and its physical 
symptoms at an early stage. This causes their crops, flowers, 
and agricultural products to mold and rot. We hope that our 
research will allow farmers to detect Fusarium earlier and 
prevent financial and economic losses. Farmers will be able 
to use these machines without difficulty, and researchers will 
also gain a more concrete understanding of the relationship 
between  
puts a strong emphasis on the fabrication and improvement 
of newly designed biosensors and will possibly open doors 
for researchers now and in the future. 
 

MATERIALS, METHODS, AND PROCEDURE 
 

I. Reagents 
 
The following reagents were used in this experiment: 
polygalacturonic acid (PGA) (Nacalai Cat. #: 26243-14), 
ruthenium red (RR) (Nacalai Cat. #: 30318-14), sodium 
acetate trihydrate (Nacalai Cat. #:31115-05), and 
commercially-available polygalacturonase enzyme Pectinex 
Ultra SP-L (Modernist Pantry Cat. #: 1043-250). 
 
II. Materials for Biosensor and Experiment  
 
The following components were used in the construction of 
the biosensor: SparkFun Spectral Sensor Breakout - AS7262 
Visible, SparkFun 16x2 SerLCD - RGB on Black 3.3V, 
Plastic Container/Coating,  SparkFun Arduino Uno R3, 
Rechargeable Lithium-Ion Batteries,  Lithium-Ion Battery 
Holder, Switch, SparkFun High Precision Temperature 
Sensor - TMP117, Heating Pad - 5 x 10cm COM-11288, and 
Transistor.  
  
III. Construction of PGA-RR Complex and Experiment  
 
The PGA-RR complex requires the combination of 
polygalacturonic acid and ruthenium red. This substance is 
ultimately responsible for changing and indicating PG 
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activity. First, we created a 80 mM sodium acetate buffer. 
Although the optimum pH of the sodium acetate buffer is 5.5, 
the buffer that we created had a pH of 8. The change in pH 
does not directly affect the results but influences the size of 
the ultimate complex. Results of the chromatography paper, 
later discussed in the paper, showed that the biosensor 
worked fine with the pH out of the original range. Next, 120 
ug of PGA and 80 ug of RR were combined with the most 
favorable ratio of 1.5 to 1. However, the amount of PGA-RR 
complex can vary if the ratio between the two substances and 
the pH of the sodium acetate buffer are maintained. Then, 
different enzyme concentrations were created and mixed with 
the PGA-RR complex. The initial values we attained are data 
before the heating and the final values we obtained were after 
being heated at 37 degrees celsius for 20 minutes. With the 
varying concentrations and reflected light at various 
wavelengths, a standard curve was created.  

 

FIGURE 2: Visual diagrams for communication systems 
between the components and the electrical wiring between 
the components.  

IV. Fabrication of the Biosensor  

The overall biosensor mainly consisted of the PGA-RR 
complex (mentioned above), the heating system, the 
controller, loading and sensing area, chassis, and the display. 
To catalyze the chemical reactions, the PGA-RR complex 
needed to be heated at 37 degrees celsius. We attached Spark 

5 x 10 cm Heating Pads, which are capable of 
producing constant heat similar to our body temperature. To 
maintain consistency, a temperature sensor was attached 

beneath it to act as a regulator for the heating pads. When the 
temperature of the heating pad is higher or lower than 37 
degrees Celsius, the sensor sends a signal to the controller to 
regulate its voltage. Although our biosensor did not 
incorporate an insulation system to maintain the size and 
simplicity, an insulation system can be potentially added to 
keep the spectral sensor and other electronic parts to their 
optimal temperatures. The Arduino Uno R3 motherboard was 
placed on the bottom of the biosensor and connected to the 
display, spectral sensor, temperature sensor, switch, heating 
pads, and the batteries with wires. Computer programming 
was done for the biosensor to heat the solution, gather the 
amount of reflected light, display the results, and repeat this 
cycle. The loading and sensing area was designed so that the 
sample can be placed on the biosensor with ease. The chassis 
was constructed with 3D printing to incorporate simplicity 
and prevent cost inflation. Finally, the display was designed 

550 nm) reflected light ( W/cm²).  
 
  

 
 
FIGURE 3: The prototype of the newly fabricated biosensor 
using CAD software. (Exploded View)  

 
  

 
FIGURE 4: The biosensor prototype (Top: Outside view of 
the biosensor /Bottom Image: Inside view of the biosensor) 
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FIGURE 5: Graphs of the relationships/standard curves between the concentration level of polygalacturonase enzyme and the 
percentage change between the initial and final readings. (Graph A: Biosensor 2.5 uL / Graph B: Biosensor 5 uL / Graph C: 
Spectrophotometer 2.5 uL / Graph D: Spectrophotometer 5 uL) (Spectrophotometer acted as a control and was compared with 
the results of the biosensor) (100% Concentration means the solution solely consists of the polygalacturonase enzyme) 

 
RESULTS 

Important: (no significant differences between the two 
prototypes) 

 The first prototype is the version where the 
biosensor lacked an overall chassis and consistent 
light source. Furthermore, manual programming 
was required.  

 The second prototype is the version where the 
biosensor includes the overall container and 
consistent light source. In other terms, it is self-
sustaining and no manual programming is required.  

a. Analysis of Data of the Biosensor and Spectrophotometer 
Independently  

In the experiment, the biosensor measured the reflected light 
from the liquid solution and the spectrophotometer measured 
the absorbance value. The optimum wavelength for PG and  

 
PGA-RR complex activity was 535 nm (Choi et al., 2020) but 
because the spectral sensor we incorporated in our biosensor 
can only measure 500 or 550 nm, results possibly have varied. 
In Graph A, it is evident that there is a positive correlation 
between the concentration and the percent change of reflected 
light. On the other hand, in Graph B, there is a negative                      
relationship between the concentration and the percent 
change of reflected light. The positive relationship displayed 
in Graph A, possibly implies that that 2.5uL of PGA-RR dye 
was not enough for the biosensor to detect the certain 
wavelength. This resulted in the percent change, in other 
words, the amount of color the biosensor detected decreased. 
In Graph C, a positive relationship can be seen between the 
concentration and the percent change in absorbance. 
Furthermore, in Graph D, a negative correlation is evident. It 

uL was probably not enough for the spectrophotometer to 
detect the absorbance.  
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b. Analysis of Data Combined  

In both 
visible trends are consistent in terms of the overall positive 
and negative relationship between the biosensor and the 
spectrophotometer. After the heating, the reactions were 
catalyzed and the samples with greater enzyme 
concentrations displayed higher percent changes. Moreover, 
the spectrophotometer captured a greater percent change than 
the biosensor. In general, the consistency in the trends is 
highly ideal because the spectrophotometer is capable of 
detecting this form of activity in more detail due to its 
augmented sensors compared to the 3D printed and relatively 
cheap biosensor. As a result, it is reasonable that the 
spectrophotometer was capable of attaining a greater percent 
change than the biosensor. However, when contemplating the 
technology and the materials incorporated in the biosensor 
and the idea of portability, the augmented biosensor does a 
great job in achieving these goals with limited resources.  

II. Prototype After Complete Fabrication and Design  

Overall, the PGA-RR biosensor was fabricated for increased 
portability and effectiveness. Compared to the first biosensor, 
this new version can detect PG and PGIP activity in the field 
and on the spot with necessary materials. Although there is 
significant room for improvement, the biosensor is capable of 
conducting the whole process: inserting the plant sample, 
reacting it with the complex, detecting the reflected light 
through the spectral sensor, and displaying that data on the 
LED display. Moreover, the new version includes a concrete 
structure that holds all the components into one. Regarding 

prototype (reflected light at wavelengths of 500 nm and 550 
nm). However, for the results presented below, 
chromatography paper was used for improved visual data and 
results (FIGURE 4). After the reflected light from the 
solution was gathered, different concentrations of the solution 
reacted with the chromatography paper. Furthermore, for 
experimental purposes, we also tested with a wavelength of 
650 nm. 

a. Visual Data from Chromatography Papers 

 
FIGURE 6: Image of different chromatography papers with 
varying enzyme concentrations and PGA-RR complex. (A: 
0% enzyme concentration / B: 20% enzyme concentration / 
C: 50% enzyme concentration).  

In FIGURE 6, it is evident that as the enzyme concentration 
increases, the color of the solution on the chromatography 
paper darkens. This darkening of the solution suggests that 
the biosensor is capable of detecting the increase in enzyme 
concentration, which means the existence of PG activity can 
be detected by this new biosensor prototype. Furthermore, 
because these results can be visually seen too, consumers can 
have a clear understanding of the existence of PG activity, 
which directly correlates to the existence of Fusarium.  
  
b. Data from Chromatography Papers  
 

 
  
FIGURE 7: Graph of the relationship between the 
concentration level of polygalacturonase enzyme and the 
percent change of reflected light from the chromatography 
paper.  
 
After using chromatography paper to visually see the 
difference in enzyme concentrations, the new biosensor was 
used to detect the reflected light from the papers. There is a 
positive correlation between the three different 
concentrations with most percent changes starting from the 
negative side and ending with positive values. The 
wavelength of 650 nm displayed a strong positive 
relationship comparable to the 500 and 550 nm. This may be 

650 nm
graph suggests that the biosensor is capable of detecting the 
existence of PG activity and the breakdown between the 
complex and PG. These results perfectly match with the 
visual data from the chromatography paper and the percent 
change data from the first experiment, strengthening the 
effectivity of the new prototype.  
 

CONCLUSION AND FUTURE OPTIMIZATION 
  
Optimization of the Biosensor Prototype 
 
With limited time and resources, creating a biosensor that is 
capable of detecting reflected light through ruthenium red 
was difficult. Although the final product was able to 
accomplish the established goals, optimizations and 
improvements can be made to enhance the biosensor as a 
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whole. First, better sensors and electronic signals with 
enhanced capabilities may have provided more accurate 
results. For example, the constant output from the spectral 
sensor involved drastic changes in the values, which made it 
difficult to attain accurate and precise data. In simpler terms, 
the spectral sensor was too sensitive that it made it difficult 
to attain constant readings. Second, it was difficult to claim 
with confidence that the values obtained from the spectral 
sensor were solely from the PGA-RR complex and the plant 
sample because the sensing area of the sensor is relatively 
unknown. In the future, the implementation of a sensor that 
has a clear indication of the sensing area may enhance the 
quality of future results.  

Optimization of Both Experiments 

The experiment itself involved a few errors and 
inconsistencies; therefore, optimizations can be made. First, 
an increased number of trials would have created more 
reliable data. When the number of trials increases, trends in 
data become more apparent, and numerical uncertainties can 
be created. Second, the inconsistent lighting environment in 
the first experiment with the early prototype may have 
negatively affected the data. Taking into consideration of the 
spectra
spectral sensor, consistent lighting is imperative. However, in 
the experiment, the distance from the emission of light to the 
sample varied every time. This can be fixed with a set 
distance from the light source to the sample, consistent light 
source, and constant lighting environment. Most of these 
attributes were tackled in the second version of the biosensor 
but improvements can still be made.  

Conclusion and Discussion 

This research involved the creation of a ruthenium-red based 
biosensor that detects fusarium in plant samples such as 
Gerbera. The biosensor we created mainly focused on 
portability, applicability, safety, and effectiveness, and taking 
into consideration the limited resources and time, the 
biosensor was relatively successful. From the first experiment, 
it is apparent that as the concentration of the PG enzyme 
increases, the percentage change between the initial and final 
readings increased. In the second experiment, as the 
concentration of PG enzyme increased, the solution darkened 
and the amount of reflected light at a certain wavelength 
increased drastically. These results suggest that the biosensor 
is capable of detecting more Fusarium and PG activity if the 
quantity of the sample is generally larger. Although we did 
not have the time to test the biosensor on Gerbera that 
contains Fusarium or PG in general, from the results that we 
have gained, this enhanced biosensor can accomplish this. 
The field of bioengineering and biotechnology is constantly 
advancing. Farmers need an efficient way of detecting 
Fusarium in their crops and they can possibly utilize these 
kinds of biosensors to solve this underlying problem.  
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Abstract   In recent years, biomimesis, the practice of 
using mechanical means to mimic biological functions 
found in nature, has become increasingly popular in the 
art world. However, due to the emergent nature of 
biomimetic art as a field, limited scholarship exists about 

H.O.R.T.U.S. 
series in an attempt to expand the current scholarship in 
the field and to clarify biomimetic art as a whole. First the 
field of biomimetic art is defined. Next, each individual 

H.O.R.T.U.S. series is 
demonstrated to be biomimetic, and the biomimetic 
evolution between the artworks within the series in form, 
materials, and methods of achieving function is explained. 
Works like the H.O.R.T.U.S. series show the promise of a 
field that effectively combines multiple disciplines to 
create highly efficient, self-regulating works which are 
responsive to urban stimuli. Lastly, I propose that the 
H.O.R.T.U.S. series is a techno-eco manifesto in a call to 
action for humanity to consider the role of biomimesis in 
architectural and technological endeavors. 

Keywords  EcoLogicStudio, biomimetic art, biomimesis, 
bioarchitecture, bioinspiration 

INTRODUCTION 

The H.O.R.T.U.S. series is a set of reinterpreted garden 
prototypes and artistically-rendered photo-bioreactors, or 
apparatus[es] for growing organisms under controlled 

H.O.R.T.U.S. 
(London, UK 2012); H.O.R.T.U.S Paris (Paris, FR 2013); 
H.O.R.T.U.S. ZKM (Karlsruhe, DE 2015); H.O.R.T.U.S. 
Astana (Nur-Sultan, formerly Astana, KZ 2017); and 
H.O.R.T.U.S. XL (Paris, FR 2019 and Tokyo, JP 2019). The 
H.O.R.T.U.S. series was created by Marco Poletto and 
Claudia Pasquero of EcoLogicStudios. This London-based 
architectural and urban design firm specializes in 
environmental design and urban self-sufficiency, integrating 
bio-inspired form and function [2]. Each individual work in 
the series presents an interactive, urban renewable energy and 
agriculture prototype. As architectural engineers, Poletto and 
Pasquero utilize H.O.R.T.U.S. to propose a new 

-
first encountered the H.O.R.T.U.S. series with H.O.R.T.U.S. 
XL in Tokyo, Japan, in 2019.   

In this paper, I investigate the H.O.R.T.U.S. series by 
EcoLogicStudios and their use and representation of 
biomimetics and evolution through the collective exhibits. I 
argue that not only are H.O.R.T.U.S., Paris, Astana, and XL 
as individual works bio-inspired, but also that the 
H.O.R.T.U.S. series as a whole is biomimetic in that it 
represents an evolution in materials, form, and function. I 
begin with a brief definition of biomimesis and biomimetic 
art. Then, I investigate each individual piece within my 
definition of biomimetic art. Next, I argue that the 
H.O.R.T.U.S. series as a whole is biomimetic in its 
embodiment of evolution. Lastly, I submit that the 
H.O.R.T.U.S. series also represents a call to action for 
humanity in reminding us of our bio-identity. 
 

BIOMIMESIS 
 
In order to articulate the functions of H.O.R.T.U.S., Paris, 
ZKM, Astana, and XL, I now define the key terms art, 
biomimesis, and biomimetic art according to my own 
definitions. Art is defined as the creation of work to be 
perceived and admired by an audience. Biomimetics is 
defined hereafter as the practice of using mechanical means 
to mimic biological functions found in nature. The word 

of biomimetics is 

disciplines in its attempt  to identify and apply the biological 
functions, structures, and principles of various objects found 
in nature [5]. In the 3.8 billion years it is estimated that life 
has existed on Earth, life has evolved to create highly-adapted 
organisms that efficiently perform their various functions [6]. 
By mimicking naturally occurring phenomena, practitioners 
can save time and resources while still accomplishing their 

textiles or designs that are antifouling, self-assembled, 
respond to their surrounding environments--to name some 
potential uses.  Some examples include buildings (inspired by 
plants) which absorb light to create energy and moving 
ceilings which self-adapt their structure depending on 
atmospheric conditions. Such structures integrate 
mechanisms which do not require any maintenance [8].  
These buildings could potentially save the amount of 
manpower and cost that come with the upkeep/ wear and 
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conservation of a building. This extends to the appliance 
systems required to host its occupants.  

While biomimetics can be applied to countless fields, this 
paper will focus on how it applies to art. Here, biomimetic art 
is the integration of biological form and function into a work 
of art. Traditional art often mimics the form of biological life, 
but biomimetic art introduces the function of it as well. 
Biomimetic art is not meant to be a literal representation of 
the form and function of nature. If the function desired for 
biomimetic purposes derives from the form of the natural 
entity, the art may take a similar form to its original 
inspiration.  

INDIVIDUAL BIOMIMETIC WORKS 

H.O.R.T.U.S., shown in Figure 1, mimics the symbiotic 
relationship between animals and plants. When humans 
breathe out CO2, photosynthetic organisms use it as energy 
and release oxygen in the process. In the exhibit, spectators 
contribute their CO2 by breathing through a tube that directly 
connects to the pouches of cyanobacteria. The cyanobacteria 
then photosynthesize and feed the inhabitants of the room 
with oxygen. The function of each pod is self-contained, 
creating its own biosphere and mimicking a unicellular 
organism. However, each individual bio-pod inhabits the 
same general space.  

 
FIGURE 1: H.O.R.T.U.S., Architectural Association London, 
London, United Kingdom. 

H.O.R.T.U.S. Paris (Figure 2) mimics both the form and 

chloroplasts which in turn engage in photosynthesis, 
producing oxygen and fuel for the organism. Paris mimics 
this by placing nutrient fortified water in receptacles at the 

thin tubes into the pods holding cyanobacteria. The 
cyanobacteria use the nutrients and the CO2 provided by 
spectators to photosynthesize and emit oxygen into the room 
for its occupants. Paris is a network of interconnected pipes 
and pods, representing a multicellular organism. 

 
FIGURE 2: H.O.R.T.U.S. Paris, Espace Fondation EDF, 
Paris, France 
 
H.O.R.T.U.S. ZKM (Figure 3) shares the same tree structure 
with Paris. However, it has evolved to include an 
overhanging, cloud-like network for algae circulation which 
acts as a stabilizing structure for the pipes. It mimics the 

 

 
FIGURE 3: H.O.R.T.U.S. ZKM, ZKM museum, Karlsruhe, 
Germany. 
 
The exhibit H.O.R.T.U.S. Astana (Figure 4) mimics the 
phototropism of plants. Plants respond to the surrounding 
environment by growing towards the direction of sunlight for 
maximum exposure.  In this exhibit, H.O.R.T.U.S. Astana 
was configured using digital computation which allowed the 
artists to assess the highest energy points in the room. This 

This augmented feature, incorporated with the CO2 provided 
by spectators through hand pumps, ensures that the 
cyanobacteria are able to photosynthesize with utmost 
efficiency.  
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FIGURE 4: H.O.R.T.U.S. Astana,  Astana EXPO 2017, Nur-
Sultan, Kazakhstan. 

H.O.R.T.U.S. XL (Figure 5) simulates the growth of 
substratum in coral morphology [13]. In nature, coral is a host 
to cyanobacteria colonies which photosynthesize and release 
oxygen. In XL, cyanobacteria are inserted into the structure, 
providing maximum exposure to sunlight due to the 

s design. The cyanobacteria then photosynthesize, 
releasing oxygen for surrounding organisms. 

 
FIGURE 5: H.O.R.T.U.S. XL, Centre Pompidou, Paris, 
France. 

A BIOMIMETIC SERIES 

Having demonstrated the biomimetic qualities of each work, 
I now argue that the series as a whole is biomimetic. While 
each individual exhibit itself is inspired and mimics organic 
mechanisms found in nature, the H.O.R.T.U.S. series as an 
entire whole is biomimetic in its evolution of form, materials, 
and the methods by which it performs its function. This 
biomimetic evolution is shown in FIGURE 6.  

 
 
FIGURE 6: Cladogram demonstrating the evolution of the 
H.O.R.T.U.S. 
 
The first stage of the H.O.R.T.U.S. series, H.O.R.T.U.S., is an 
exhibit showcasing two variations of clear plastic pouches 
suspended individually from the ceiling.  The first variation 
of plastic bag is similar to an IV bag, while the second is 
concave and shaped like an upright bellflower. These 
suspended bio-pods are filled with a mixture of minute algae 
particles in water--which give it a green or rustic hue. The 
pouches are hung at different heights throughout the room 

represents its own biosphere.  In this sense, the room itself 
embodies the individual alga coexisting in each of the liquid 
pouches. Below these hanging clusters, the floor is lined with 
green carpet. Large rolls of the same carpet are placed 
throughout the room along which occupants can prop 
themselves against. This provides an area where visitors can 
lounge and congregate.  
 
H.O.R.T.U.S. is made up of a wide range of plastic materials 
for different functions. This includes two types of plastic 
bags, thin flexible tubes, and plastic strings to suspend 
individual bags from the ceiling. At first, the use of plastic 
seems contradictory: plastic is one of the largest contributors 
to environmental damage. This could be an artistic statement, 

EcoLogicStudio collected different types of algae from lakes 
and ponds within Central London, establishing biological 
diversity within the exhibit [3]. The work also includes a 
digital interface for the audience to interact with.   
 
H.O.R.T.U.S. allows for visitors to contribute their CO2 by 
blowing through the thin plastic tubes and into the plastic 
bags [photo-bioreactors] containing cyanobacteria.  
Throughout the week, visitors engage daily with 
H.O.R.T.U.S.. This creates a consistent and fluctuating 
nutrient dosage for the algae.  The cyanobacteria then 
photosynthesize and produce oxygen, essentially enabling a 
symbiotic loop with the visitors in the room. The spectators 
further interact with H.O.R.T.U.S. utilizing Twitter. 
Information in the form of tweets creates an interactive 
platform so individuals near and even far away can contribute 
to feeding the virtual pods via tweets. Its virtual plots are 
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nurtured by the flow of tweets posted by each visitor both 

 

In H.O.R.T.U.S. Paris, the second stage of the H.O.R.T.U.S. 
series, several bio-pods are hung from a tree-like structure.   
Flexible tubes are assembled to form the roots and trunk of 
the tree using black plastic stabilizers to hold them together.   
Bellflower shaped bio-pods represent both the fruit and the 
leaves of the tree. 

H.O.R.T.U.S. Paris retains the original prototype of hanging 
algae/water solution in plastic receptacles. Clear, pliable 
tubing suctions liquid from water tanks on the ground which 
lead upward and culminate int
further out to the pods. These clear plastic receptacles-- in this 
instance, upturned bell-shaped pods-- are given the illusion 

 

Materially, Paris uses only one of the two types of plastic 
bags previously used in H.O.R.T.U.S.. Unlike H.O.R.T.U.S., 
the majority of H.O.R.T.U.S. Paris consists of thin, plastic 
tubes and aluminum which makes up the frame of the 
overhanging network.  Smaller parts include green and black 
plastic segments to hold the thin tubes together.  The exhibit 
also utilizes a pumping system and four water buckets for the 
flow of nutrients and algae.  The cyanobacteria remain in 
liquid form. Furthermore, there is no longer a digital 
interface. 

In H.O.R.T.U.S. Paris, visitors are still able to blow into the 
tubes connected to each bag to feed the cyanobacteria inside.  
However, this time the exhibit has changed in the method by 
which it achieves its outcome, which is oxygen production. 
In this case, the structure includes a pumping system at the 
base. Compared to H.O.R.T.U.S, H.O.R.T.U.S Paris is a 
network that integrates the tubing, cyanobacteria, and pods to 
mimic the shape and also function of a tree. The photo-
bioreactor pumps nutrients upward to the rest of the structure, 
much as a root system does. H.O.R.T.U.S. has evolved so that 
the individual plastic bags [cells] come together to create a 
structure, and as a garden, it is now easier to distribute 
nutrients and CO2 to the cyanobacteria. I submit here that this 
is an examp
acquired evolutionary wisdom.    

In H.O.R.T.U.S. ZKM, the structure retains the tree-like base 
from Paris, but the form has evolved to include an 
overhanging structure in the shape of a cloud. The cloud is 
green in color-- depending on the circulation of algae--and 
consists of an aluminum base that is covered with a network 
of tubes. The overhanging cloud-like network of pipes 
represents the branches of the tree-- circulating nutrients.   

The newest component of the H.O.R.T.U.S. series is 
suspended above the tree and the pods in ZKM: an aluminum 
lattice enveloped in a webbing of the same plastic piping, 

forming a cloud-like biomass. The plastic piping is held in 
place with plastic, neon-green stabilizers.  
 
Though the method of achieving function remains the same 
as Paris, it is executed more efficiently by circulating the flow 
of algae in the overhanging structure.  
 
The fourth exhibit in the series, H.O.R.T.U.S. Astana, reveals 
a version of the system that is an unspecified shape. 
Constructed of large flat sheets of laser-cut aluminum, each 
unique cutout is suspended within close proximity to the next 
layer. In effect, this creates a 3-dimensional biomass which 
takes on the appearance of a cloud.  It has incorporated the 
concept of an overhanging cloud-like network from 
H.O.R.T.U.S. ZKM.  However, the presentation is cleaner, 
and the breathing apparatus has been replaced by a black, 
ovoid hand pump with four fins adorning the bottom. Each 
pump hangs from a single, transparent tube. This gives the 
illusion of standing within a cavern or cave. The 
cyanobacteria are again mobilized through clear transparent 
tubes that line the edges of each horizontal aluminum plate.  
The cyanobacteria emit a green hue which highlights the 

 
 
In contrast with H.O.R.T.U.S. ZKM, in H.O.R.T.U.S. Astana, 
the artists have eliminated the use of plastic bags. Instead of 
thin pipes, they utilize hand pumps hanging from the 
suspended structure. They have, however, kept the water 
pumping system. A small pump for fluid circulation, a glass 
container for the microalgae, and wide-spectrum lights are 
also integrated [16]. The structure now consists of laser-cut 
aluminum leaf-like sheets that are stacked to form a cloud.  
Each layer is lined with clear piping to create a network that 
carries the flow of cyanobacteria. 
 
H.O.R.T.U.S. Astana was built by first digitally mapping the 
space to visualize the intensive field of energy[light sources] 
[16].  The cyanobacteria were then arranged along surfaces, 
allowing optimal incoming radiation. A network connects the 
pathways of tubes which carry nutrients and CO2 to the nodes 
housing photosynthetic cyanobacteria.  In the form of a cloud, 
the structure is divided into four clusters which operate as an 
integral unit [16].  The degree of connectedness depends on 
physical light. Astana again engages with the audience, this 
time allowing them to contribute via a hand pump.   
 
H.O.R.T.U.S. XL, the final exhibit in the series, shows a 
significant transformation in form. Now, it takes the shape of 
a free-standing structure that is opaque and appears to 
resemble a coral formation.  The coral-like structure is 
porous, 3D-printed, and composed of triangular units that 
make up larger hexagons for strength and support. It is much 
lighter but also denser in space and minimalistic compared to 
the previous exhibits. The 3D-printed structure, which is 
opaque in color, juxtaposes with the green cyanobacteria.   
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H.O.R.T.U.S. XL changes from Astana by replacing the 
plastic tubes, hand pumps, pumping system, and aluminum 
frame with 3-D printed plastic materials. H.O.R.T.U.S. no 
longer uses pipes or aluminum; rather, it creates a net using 
only one material built layer by layer.  In contrast to 
H.O.R.T.U.S. liquid cyanobacteria, H.O.R.T.U.S. 
XL uses cyanobacteria in the form of a gel.   

H.O.R.T.U.S. XL is a structure that simulates the growth of 
substratum inspired by collective coral morphologies using a 
digital algorithm [13].  The piece is algorithmically designed 
and produced using large-scale, high-resolution 3D printing 
technology. In order to optimally arrange the photosynthetic 
organisms along iso-surfaces of increased incoming 
radiation, the density- -
digitally computed [13]. Apart from its technical makeup, the 
structure itself functions completely differently.  Visitors can 
no longer pump or blow CO2 
The structure is mostly hands-free, because the gel has 

-
get CO2 from the surrounding inhabitants and environment 
through the porous structure and, because they are in a gel 
form, have no need to be circulated. Instead, the 
cyanobacteria are inserted into the triangular units manually. 

The structure simulates the growth of substratum inspired by 
coral morphology which gives it an organic feel, as coral 
reefs are home to an abundant amount of marine life. This 
supports the idea of future forms of spatial intelligence that 
will be able to function and support themselves. Like the 
coral it was inspired by, H.O.R.T.U.S. XL provides a sturdy 
structure that can be incorporated into various living spaces.   

Together, all of these small material changes 
[microevolution] show a greater change [macroevolution] 
through the H.O.R.T.U.S. series. In contrast to H.O.R.T.U.S., 
which featured three types of plastic materials and 
cyanobacteria in liquid form, H.O.R.T.U.S. XL has evolved to 
consist uniformly of one plastic material and a cyanobacteria 
gel.  H.O.R.T.U.S. XL eliminates plastic bags, aluminum, 
pipes, water tanks, hand pumps; plastic tubes, and water 
pumping systems.  The series has evolved so that the work 
can be built layer-by-layer to create a complex, high-
performance structure using limited materials efficiently. 

CONCLUSION 

In this paper, I have demonstrated that though each individual 
H.O.R.T.U.S. series is biomimetic, 

the series itself embodies biomimicry in its evolution in form, 
materials, and function from piece-to-piece and overall. The 
H.O.R.T.U.S. 

al biosphere 
and the artificial urbansphere [16].  

Biomimietic art and architecture effectively joins different 
fields, new practices, and art, showing promising conceptions 

of future works responsive to urban stimuli. Furthermore, the 
emerging symbiotic relationship between the artificial and 
natural worlds could massively influence the future of 
humanity. The field of biomimetics has great potential for 
solutions to the global crises of the 21st century: climate 
change (caused by the emission of greenhouse gases), 
environmental pollution, sustaining growing populations, 

 
 
The agricultural revolutions of the past occurred through 
scientific and technological innovation. However, the 
byproduct of rapid growth is a looming concern. Farming and 

too liberally. Fortunately, with the current awareness of the 
impact we have on our environment, organizations and 
individuals are making efforts to steer us from this trajectory 
and take advantage of this probationary moment to conserve 
resources and diminish the effects of climate change. 
Moreover, H.O.R.T.U.S. ultimately is not only a literal 
demonstration but an art piece, meant to inspire and help us 
reconsider old ways of thinking while nudging us in a hopeful 
direction to see the possibilities of these integrated 
disciplines. 
 
H.O.R.T.U.S. XL features a vertical gardening prototype, 
conserving space and energy, while H.O.R.T.U.S. Paris and 
ZKM are fundamentally-modified hydroponic systems, and 
novel approaches toward sustainability. The H.O.R.T.U.S. 
series reminds mankind of its place in this delicate and 
complex biosphere. Biomimicry is a template for humanity to 
become more involved with the symbiotic relationship we 

where technology becomes more synthesized with biology, 
and humans become consolidated into the complex functions 
of nature.  
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Abstract  Plato writes through the words of Socrates in 

just city-state can be found by examining the soul of a just 
man. In Book IV, Plato writes that there are three parts 
to the human soul  - and 
by analogy, Plato concludes that these categories directly 
translate to the way in which an ideal state/society should 
be organized. I argue that there are two significant flaws 

which may limit the dreams and ambition of people 
causing the overall happiness to decline; and (2) the lack 
of necessary details in determining class assignments (that 
is, by whom and when), which may lead to considerations 
of non-optimal power distribution in the city and 
potential error in placement of its citizens. As a solution, 
I propose a formal method of regular reevaluation of the 
classes of the city leading one 
as dynamic rather than static as originally presented. 

Key Words  Philosophy; Plato; Republic; Soul; City 

INTRODUCTION 

-state 
can be found by examining the soul of a just man. In Book 
IV, Plato writes that there are three parts to the human soul  

- and by analogy, Plato 
concludes that these categories directly translate to the way 
in which an ideal state/society should be organized.  He says 

is placed into one of the following hierarchical categories in 

auxiliary (soldier/police 
 In this paper, I  argue 

between the social classes Plato has created, which may limit 
the dreams and ambition of people causing the overall 
happiness to decline; and (2) there is ambiguity in how (that 
is, by whom and when) a person is decided to be in one of the 
groups, which may lead to considerations of non-optimal 
power distribution in the city and potential error in placement 
of the citizens. First, I begin by outlining the guidelines that 
Plato set forth for an ideal city. Second, I establish the 
particular problems I see in the Platonic city system and 

discuss their implications, while also putting forth some of 

some potential solutions to the obstacles that I see and also 

our modern democratic states. I conclude that a philosophical 

usable information about the current state of political affairs 
in the world. 
 

DISCUSSION 
  

Plato begins Book IV by saying that the goal of his 
ideal city is not to make one group of people happy at the 
expense of another, but to make the city as a whole happy. 
He says, 
guardians may very likely be the happiest of men; but that 
our aim in founding the State was not the disproportionate 
happiness of any one class, but the greatest happiness of the 
whole; we thought that in a State which is ordered with a view 
to the good of the whole we should be most likely to find 
justice, and in the ill-ordered State injustice: and, having 
found them, we might then decide which of the two is the 
happier. At present, I take it, we are fashioning the happy 
State, not piecemeal, or with a view of making a few happy 
citizens, but as a whole; and by-and-by we will proceed to 

 (Plato 275). Making the city 
as a whole happy is a logical goal to set, however, in the end, 
I see the happiness of individuals being compromised in order 

his 
point later, but I cannot resist noticing a connection between 

states. Plato, through the words of Socrates, creates some 
interesting regulations that he believes will form a perfect 
society and make the city as a whole content. Firstly, there is 
to be no money in order to ensure that wealth/poverty creates 
no disruptions in the peace and happiness of the community. 

country in battle, but according to Plato there will be no need 
to defend themselves since the state  the Platonic state - will 
be superior and all others will be willing allies (Plato 277). 

Secondly, a warning is put forth at the start of the book about 
the city becoming too large and ungovernable; a cap on the 
population is said to be necessary (Plato 278-279). Lastly, 
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Plato decides that it is best if a state is free of laws and the 
named rulers make decisions as necessary (Plato 280). I view 
all of the Platonic conditions for a perfect city-state as 
unprecedented for their time. However, what I see as a most 
novel concept presented in the book is the tripartite division 

make up human soul. The categories directly translate to, and 
were the inspiration for, the blueprint of the Platonic city  
the three categories of the soul become the three categories 
of people in the city (Brown). The people with dominant trait 

make up the producing class, the workers. Those full of 
rol 

their desire and take the roles of the auxiliaries, the fighters 

logical judgments. A modern, though often regarded as 
failing, examp
class separation in the 1990s. The Prime Minister of 
Singapore at the time performed a separation of people 

unprecedented control on human behavior including arranged 
marriages among the purported intelligent class for the 

 

partitioning of the citizens into workers, 
auxiliaries, and rulers. One can see, however, that there is no 
obvious way for people to move from group to group in the 

strictly defined with the rulers/philosophers being at the clear 
top of the pecking order. Plato does not believe in social 
mobility. He rejects the idea that humanity is malleable. 
Humans, according to him are bound by their natures. 

, people have no dreams and 
ambitions beyond their class. In fact, they do not need dreams 
and ambitions because the state takes care of them and, in 
turn, they take care of the state, which leads to general 
happiness. Consider the case, then, where one or more worker 
citizens, inspired maybe by political events and city-state 
infighting and wars, wish to step up to the soldier class to 

seem to offer a way for this change. Consider also a soldier 
who risked their life fighting state enemies in lands near and 
far and accumulated such life experiences, best and worst, 
that make them wise, significantly wiser than their early 
years. Such a soldier cannot join the ranks of the rulers if they 
wish. The lack of ability to transition between classes will 
limit the ambition and aspirations of people, which 
disagreeing with Plato, I believe people will always have. In 

this system, a worker will be a worker, a soldier will be a 
soldier, and a ruler will be a ruler forever. This, in long term, 

eventually hinder the overall happiness of the city (a goal of 
Plato in his quest for perfect justice). 
 
is unclear who decides what category each person belongs to 

in their respective 
group. It seems that there should be designated personnel in 

assigning them to groups in order to have the process be as 
objective and just as possible. Plato responds to the problem 
at hand by presenting the idea of having all children taken 
away from their parents at a young age and having 

children fit best based on early signs of characteristics 
associated with people of each group (Bramann). However, 
there are further concerns with this method. There is 
ambiguity as to what type of people the specialists are; are 
they a category of their own  a new, fourth category? Due to 
the critical importance of this question in the formation of the 
ideal state, further information and supporting details seem 
necessary. Lastly, there must be a broad window or time 
frame for when a child needs to be placed in its appropriate 
group. There is a risk of misplacement and inaccuracy if 
people are classified prematurely.  
 The problems of class mobility and the specialists in 

also treat the other. A consideration is to maintain the three-
class partition of Plato and let the class of philosophers/rulers 

(workers and soldiers) will be evaluated and consulted by the 
specialists on a regular schedule. Their just desires will be 
discussed and accommodated appropriately by the wisemen. 
The wisemen themselves will meet and consult with each 
other for evaluation and possible own class reassignment.  
 There are thinkers that consider Republic an 
assault to democracy since it denounces many freedoms that 
democracies embrace (Nussbaum). Yet, Platonic principles 
are evident in modern day democracies including the US. 

by the educated elite, that is, by those in the judicial, 
legislative, and executive branches of the government. 
Today, part of the working class in this country, the United 
States, believes that this is indeed the current state of political 
affairs (Williams) despite the fact that our political system is 
a representative democracy. Division of labor/separation of 
classes and ruling by the wisemen, the educated elite, are the 
foundations of the ideal society according to Plato and will 
lead to justice and happiness (Nussbaum). However, history 
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has taught us to mistrust what the government [wisemen] will 
do when it tries to take control of our lives through superior 
wisdom Nussbaum). Corruption of government (wisemen, 
rulers) minimizes access to opportunity and, maintaining the 
class status quo, is promoted as natural. This leads to a 

seen as indifferent, or disinterested, in serving the real needs 
of the working class. Social classes with minimal opportunity 
for mobility create class-type envy and hierarchies that may 
lead to hatred from below and discrimination from above. A 
prime example that manifests the discontent of the working 
class toward the educated elite (philosophers/rulers) has been 

ter said, 

workers-to-rulers barrier and assign a broader definition to 

personal reflection and growth, any worker (or soldier) can 
become equal in wisdom to preassigned rulers and is given 
the opportunity to join them in their place of governance 
(after all, an aging soldier cannot be as effective a soldier 
anymore). In the opposite direction, under my solution-to-be, 
a ruler can at any time be transitioned to the producing or 
fighting class which should justly motivate any one of them 
to pay close attention to the needs and wills of these two 
classes. 

CONCLUSION 

unprecedented concept of an ideal city of just people 
partitioned in three classes, the working, the fighting, and the 
ruling. Strong arguments by Plato, in the words of Socrates, 
explain how this state system can maximize the happiness of 
the city. In this paper, I raised two concerns: (1) The lack of 
social mobility and (2) the lack of necessary details in 
determining class assignments. I proposed as a solution to 
address these concerns a formal method by which rulers, 
fighters, and workers convene in regular intervals to discuss 
and evaluate the will and growth of individuals and, through 
persuasion rather than coercion, agree in upward and 
downward class movement. If this solution were 
implemented successfully, class barriers would not be formed 
and the individuals would remain free to reach for their 
evolving dreams and ambitions and pursue their own 
happiness as they perceive it. In these terms, maybe we 

analogy with the individual soul (appetites, emotions, 

 
1  is the Greek word for city-state. 

reason), we can argue that just as we grow and change from 
1. 
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Abstract  The Euler line which was discovered in 1763 
by Swiss mathematician Leonhard Euler, is a line that 
goes through the orthocenter, the centroid and the 
circumcenter of a non-equilateral triangle. Moreover, 
the distance between the orthocenter and the centroid is 
always double the distance between the centroid and 
circumcenter. This paper aims at finding the length of 
segment of Euler line that lies inside of a non-right 
scalene triangle if the length of its three sides are given. 
This paper aims at deriving two approaches to find the 
length of portion of Euler line that lies inside of a scalene 
non-right triangle. As a result of the approaches, this 
papers contributes by providing formulas that can be 
used for any scalene non-right triangle. 
 
Key Words  Triangle, Euler line, Formula to calculate 
length  

INTRODUCTION 

       Around 250 years ago, Swiss mathematician and 
physicist, Leonhard Euler, showed that in any non-
equilateral triangle, the orthocenter, circumcenter, and 
centroid are collinear and the line which passes from these 
three points is called Euler line of the triangle.  
 
Euler line in different types of triangles 
There is no Euler line in an equilateral triangle as the 
orthocenter, circumcenter, and centroid of the triangle 
coincide. The Euler line of an isosceles triangle coincides 
with axis of symmetry of that triangle. In a right triangle, the 
Euler line coincides with the median to the hypotenuse. For 
an acute angled triangle, centroid, circumcenter and 
orthocenter lie in the interior of the triangle. For an obtuse 
angled triangle, the centroid lies in the interior while the 
orthocenter and circumcenter lie in the exterior of the 
triangle. 
 
Application of Euler line 
An important application of Euler line is that information 
about any one of the centroid, orthocenter, and circumcenter 
can be derived from the information of other two in a 
triangle.  
 

Motivation for this paper 
It was when I was studying Law of Cosines that it occurred 
to me that if an angle of a triangle can be expressed in terms 
of three sides of a triangle, then one can also express the 
length of portion of Euler line inside a triangle in terms of 
three sides of a triangle. 
I did further study and came up with formulas to derive the 
length of portion of Euler line that lies inside of a non-
equilateral triangle using known results. 
 
Scope of this paper 
Formulas for finding the length of portion of Euler line that 
lies inside of different types of triangles are given in the 
following table. 
 

Type of triangle 
based on sides 

Type of triangle 
based on angles 

Formula for 
length of portion 
of Euler line that 
lies inside of a 
triangle 

 
Equilateral 

Acute 
Euler line does 
not exist 

 
Right 

Right equilateral 
triangle does not 
exist 

Obtuse 

Obtuse 
equilateral 
triangle does not 
exist 

Isosceles 

Acute 
Length of median 
to base* 

Right 
Length of median 
to hypotenuse# 

Obtuse 
Length of median 
to base* 
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Scalene 

Acute 
Will be derived 
in this paper 

Right 
Length of median 
to hypotenuse# 

Obtuse Will be derived 
in this paper 

 
*In isosceles triangle, length of median to base (unequal 
side of isosceles triangle) is the length of portion of Euler 
line that lies inside of a triangle. 
#Length of median to hypotenus, whose length is half of 
hypotenus, is the length of portion of Euler line that lies 
inside of a triangle. 
 
In this paper, we will cover derivation of formulas for 
following two types of triangle   

I. For acute scalene triangle 
II. For obtuse scalene triangle 

 
Notations used in this paper 
Let us consider a scalene  ABC in which e is the Euler line 
which intersects two sides of a triangle at points P and Q. 
AN, BE and CL are altitudes on BC, AC and AB 
respectively which intersects each other at orthocenter, H. 
AM is median to BC and CS is median to AB which 
intersects each other at centroid, G. 
Let BC=a, AC=b, AB=c, =A, =B and =C. 
  

 

 

 

 

 

 

 

 
 
 
In order to derive the formulas, we will use the following 
known results: 

i.  [1]: 
 

ii. Centroid Theorem [2]:  

 

 
 

iii. Law of Sines [3]:  

 

iv. Law of Cosines [4]: 
 

 

 
Figure 2: Euler line in acute triangle 

 
Figure 3: Euler line in obtuse triangle 

 
In figure 2 and 3,  is the Euler line of triangle, which 
passes through orthocenter, H, centroid, G, and 
circumcenter, O.  
These points have a unique property,  [6]. 
 

I. DERIVATION OF FORMULA FOR ACUTE 
SCALENE TRIANGLE 

Let  ABC be acute triangle. 
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A 

G 
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Q 

e 
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E 
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By Law of Cosines,

 

 

 

 

                                                (1)

By Centroid Theorem, 

 

                

For , by Law of Cosines, 

In eqn. (3),  is an acute angle. 
Also,  
                                (4)

      

 

For ,                    

 

For ,                    

 
From (5.1) and (5.2), 

 
For ,           

 
 

Therefore, from (5.3), 

 

For ,                    

For ,                   
 

 

Therefore, from (5.5), 

 

For ,                  

 
Therefore, from (5.6), 

 

 
From (5.4) and (5.7), 

 

 

 

 

         and         (5.8) 
 

But                                          From (5)      
    
So,        

 

But                                                 From (5.8)                                      

 

 
For , by Law of Cosines, 

 
 

 

 
For , ,  

 
 
By Law of Sines, 

 

 

 
For ,  

 
 

 
               

 
 
For , by Law of Sines, 

 

 

 

 
From (10) and (13), 
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Let AM=m, GH=d and AH=n. Using eqns. (1) to (13), 

 

 
This formula is derived with respect to Figure 4. 
If three sides of an acute scalene triangle are given, using 
eqns. (1) to (13) and the final formula, we can find the 
length of portion of Euler line inside any acute scalene 
triangle. 
 
Now we will derive formula for obtuse scalene triangle. 
 

II. DERIVATION OF FORMULA FOR OBTUSE 
SCALENE TRIANGLE 

 Let  ABC be obtuse triangle.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 
                                                               

By Law of Cosines,

 

 

 

 

 

 
By Centroid Theorem, 

 

 

 
For , by Law of Cosines, 

 

where  is an acute angle. 
 
For  

 
 

 
 
For , 

 

From (17), 
 

 
Again for , 

 

Again from (17),  
 

 
For , 

 
 
Also,

 

 
 
From (20) and (21), 

 
 
For ,                     
 
From (19) and (22), 

E 

H 

L 

A P 

G 

Q N 

S 
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Figure 5 
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By Law of Cosines, 

By Law of Sines, 

 

 

 

Since  is obtuse, 

 

For , 

 
By Law of Sines, 

 

 

 

 
For , 

 
 

 
 

 

 
By Law of Sines, 

 

 

 

 
From (27) and (31), 
 

 

 

 

 

 

 
Let CS=m, HG=d and . Using eqns. (14) to (31),

 

 
 
This formula is derived with respect to Figure 5. 
If three sides of an obtuse scalene triangle are given, using 
eqns. (14) to (31) and the final formula, we can find the 
length of portion of Euler line inside any obtuse scalene 
triangle. 
 

RESULTS 
 
    If three sides of any non-right scalene triangle are given, 
then we can find the length of portion of Euler line that lies 
inside of any acute or obtuse scalene triangle using the two 
formulas derived in this paper. 
     Thus, by using these two methods and formulas, we can 
find the length of portion of Euler line which is in the 
interior of any acute or obtuse scalene triangle. 
 

APPLICATIONS 
 
     Finding the length of portion of Euler line that lies inside 
of an acute or obtuse scalene triangle is very useful in 
solving certain complex pure geometry problems. It is also 
useful in the fields of engineering and construction. It also 
has applications in the fields of design. 
 

FUTURE CONSIDERATIONS OF THIS PAPER 
 

1. As the formulas are very long, so if possible, I will 
simplify the formulas. 

2. As there are two formulas for two different types of 
triangles, so if possible, I will make one formula 
for both- acute and obtuse scalene triangle. 
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Recent polls have shown that 70% of Americans are 
angered by the current political landscape. Given the 
emotional nature of this problem, emotional intelligence 
(EI) is relevant to addressing this issue. EI is the ability to 
perceive, regulate, understand, and use emotions to solve 
problems. Thus, individuals with high EI scores may be 
pivotal in creating positive political discourse. Data were 
drawn from an ongoing study where 149 healthy adults 
completed EI scales to determine their EI skills and 
completed surveys to measure their political identity and 
bias. This study explored correlations among the EI and 

were shown to have higher Ability EI scores, as opposed 
to Trait EI scores, while conservatives scored higher in 
Trait EI scores versus Ability EI. By broadening our 
understanding of how political preferences relate to EI, 
our hope is to foster calmer and more constructive 
communication across American society. Now more than 
ever, research into the ways Republicans and Democrats 
emotionally assess social issues is necessary to begin to 
heal our fractured nation. 
 
Key words - Emotional Intelligence, Politics, Polarization, 
Democrats, Republicans, Trait EI, Ability EI 

INTRODUCTION 

Right now, the American pe n their own 
government is at a historic low. In 2019, it was reported that 
only 17% of Americans trust the government to do what is 

[1]. This lack of trust is one reason why 77% of Americans 
are dissatisfied with the state of politics in their country [2].  

The discussion of the presence of emotion in politics 
has become more popular in recent years [3]. A German 
sociologist once observed that action in a political 

mined by highly robust motives of fear 
[4], establishing the emotional base of voting. It 

has been shown that individual emotional states are affected 
not only by personal events, but also societal activities, like 
political events [5]. Concepts similar to that of EI, such as 
affective intelligence, have been examined in their 
relationship to current politics [6]. Affective intelligence is a 
theory based around the different emotional systems that 
make up decision making strategies. Because of the 

similarities between affective intelligence theory and EI, this 
study looked at how political identification could be related 
to social and emotional skills. 

Emotional Intelligence (EI) and wide-ranging 
success go hand in hand. In an international study of 515 
senior executives it was found that EI was a better predictor 
for success than a high IQ or relevant previous experience 
[7]. The EI constituent, relationship management, has been 
suggested to play a vital role in conflict management [8]. 
Therefore, enhancement of this intelligence construct could 
be associated with improvements in both personal and social 
situations. Studies look at the two EI constructs individually 
to specify which construct of EI is the most useful in different 
social situations. In addition to the benefits of EI 
improvement on personal social situations, looking at the 
political effects of emotionally-fueled decision making like 
voting can help dissipate polarization in the current political 
climate.  

The goal of this study is to explore the relationship 
between EI and political perspective. By examining the 
connection between political identity and the Ability and 
Trait EI scores, the impact emotions have on important 
political decisions could be revealed. These political 
decisions are the building blocks of society, and to have a 

on a personal, social, and societal level.  
 

I. Emotional Intelligence 
 

Emotional intelligence (EI) is a construct that affects 
social and mental health. EI is correlated to job performance, 
mental health, leadership skills and overall demeanor [9]; 
[10]. By contrast, impaired EI has been connected to 
hopelessness, depression and suicidal ideation [11]; [12]. 

 
II. Constructs of EI 

 
There are two main constructs of EI; Trait and 

Ability. While these two constructs evaluate the same 
underlying emotional skills, they differ in the method of 
assessment.  

Ability EI is a term used to describe the emotional 
capabilities of EI and is measured through performance tasks. 
The Mayer Salovey Caruso Emotional Intelligence Test 
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(MSCEIT) can be used to measure Ability EI through 
performance tasks. This is in contrast to the way in which 
Trait EI is measured.  

Trait EI evaluates the personal perceptions of 
-report 

tests. In other words, when people believe they have high EI, 
they experience these positive occurrences. While Trait EI 
assesses the self-perception of emotional capabilities, Ability 
EI assesses solely these emotional skills.  

 
III. Emotions and Political Behavior 

 
 In the past, emotions were neglected in the 
exploration of political behavior because they were 
considered difficult to conceptualize [13]. Sociologists 
preferred to study politics separately and apart from emotion 
[14], focusing on the relationship between cognitive abilities 
and political preferences [15]. As emotional abilities  
influence over politics gained more recognition, one 

perspective, viewing emotional reactions to political 
information as either pleasant and rewarding or unpleasant 
and harmful [16]. The argument was that these affective 
reactions guided citizens in their voting patterns. It has been 
shown that affective displays of oration and presence 

 situation [17]. 
Specifically, identifying the facial expressions of candidates 
was shown to strongly affect the opinion of the voter on the 
candidate [18]. This employing of the EI skill of perception 
through viewing facial expressions to perceive emotions 
connects EI abilities to political perception. To have 
consistency in political preference discussion in this paper, it 
is understood that partisan sorting has gradually made the 
Republican and Democratic parties into the parties of 
conservatives and liberals, respectively [19].  

This study will seek to explore how the two 
theoretical models of EI relate to political preferences. These 
explorations are of value to the general population because 
the results influence not only the individual, but their 
community and country. It is important that people have a 
better understanding of their own political views through 
emotional awareness to make better decisions when voting. 
In the current politically charged climate, EI presents itself as 
an answer to the idea that the country has become deaf to 
opposing views. An exploration into the relationship between 
the different theoretical models of EI and political identity is 
therefore relevant. 

 
OBJECTIVES 

 
1. To evaluate the relationship between both Trait and Ability 
EI, and political identity. 
 
 
 
 

HYPOTHESIS 
 
H0: Extreme political views will not correlate with a bias in 
the self-perception of EI abilities.  
 
H1: Political identity will have a significant correlation to 
both Ability and Trait EI.  
 

METHODS 
 

I. Subjects 
 

 A total of 149 healthy participants (age range 18-45 
years) were recruited from the general community in Tucson, 
AZ, as part of a larger study underway by Dr. Killgore. 
Participants were screened for current Axis I 
psychopathology, including current affective, anxiety, and 
psychotic disorders. All participants demonstrated an English 
reading proficiency at the 8th grade level or higher, 
underwent a three-hour assessment battery, followed by a 
computer-generated random assignment to either the active 
EI Training or Placebo Control Training Program and then 
returned for a follow-up assessment immediately upon 
completion of the program. The participants were then 
separated into two different administration schedules: 
Distributed Training (n = 230; i.e., participants were given 
three weeks to complete the modules, with at least two days 
between each module), Compressed Training (n = 230; i.e., 
participants completed all training within a one week period 
with one module per day). 
 The participants, in addition to completing EI 
training, completed surveys about their education, job status, 
income, gender, age, political identity, relationship status, 
stress levels, resilience, depression, sleep quality, trauma, 
grit, mindfulness, and emotional intelligence.  
 

II. Scales 
 

 This study utilized multiple EI scales when looking 
for a relationship with political identity. For assessing Ability 
EI, the Mayer Salovey Caruso Emotional Intelligence Test 
(MSCEIT) was used. The MSCEIT scale evaluates four 
defined branches of EI through a performance evaluation. 
The four branches are the ability to: accurately perceive 
emotion, use emotions to facilitate thought, understand 
emotion, and regulate emotion [20].  

Scales that evaluated Trait EI comprised the Self 
Rated Emotional Intelligence Scale (SREIS) and the Trait 
Emotional Intelligence Questionnaire (TEIQue). The SREIS 
is a survey that evaluates the same subscales as the MSCEIT 
but through a self-report method [21]. The TEIQue is 
structured into four distinct and interrelated dimensions: 
emotionality, self-control, sociability, and well-being [22].  
 The Awareness of Social Inference Test (TASIT) 
was also included for its unique distribution method of 
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audiovisual nature. TASIT is a clinical assessment of social 
perception [23].  

 These surveys were completed on the University of 
Arizona premises. The data was received via email and 
analysis was completed through PSPP, a software application 
for the analysis of sampled data. The data used was 
quantitative. One-way analysis of variance (ANOVA) 
analyses were completed with political identity, measured on 
a 5-

ent variable through 
each. Frequency and descriptive analyses were completed 
along with bar graphs, histograms and numerical results.  

 
RESULTS 

 
I. Trait EI  

 
A one-way ANOVA test (Figure 1) for the 

relationship between the SREIS scores and political identity, 
was found to have no significance with the p-value of 
(p=0.123). The data show that participants who held the most 
extreme political views did not have the highest self-reported 
EI scores. The highest trait EI scores, 69.73, were for the most 
moderate participants, those who do not lean Democrat or 
Republican. Surprisingly however, the next highest scores 
are from strongly Democrat and Republican participants, 
with 68.31 and 68.00, respectively.  

 

 
Figure 1. SREIS Total scores by political identity. 
  

A series of one-way ANOVA tests were used to 
examine the relationship between political identity and the 
Trait EI surveys administered. The total sum of scores for the 
audiovisual TASIT were tested to see their relationship to 
political identity scores (Table 1). A one-way ANOVA was 
run for Political Identity and TEI test (Table 1). No 
significance was found in these results (p=0.166). Scores on 
the TASIT and TEI did not differ across Political Identity 
(p=0.291, p=0.166).  

 
 
 
 
 

Table 1. Trait EI scales by political 
identity. 

 

Test P value 

TASIT total scores by political identity p=0.291 

TEI scores by political identity. p=0.166 

 
II. Ability EI  

 
ANOVA tests on the MSCEIT SS total scores were 

used to determine whether Ability EI was different across the 
spectrum of political identity. A one-way ANOVA was run 
for political identity and the SS total scores of the MSCEIT 
test, evaluating the relationship between the Ability EI test 
and political identity (Table 2). No significance was found 
for these results (p=0.407). Scores on the MSCEIT did not 
differ across Political Identity (p=0.407).  

 

  
It was also of interest to examine whether outcomes 

might differ by sex. Therefore, a univariate analysis with 
SREIS as the dependent variable while sex and political 
identity were the fixed factors (Table 2) was used to see if the 
variable sex was obscuring significant findings. The test 
showed there to be no significant main effect or interaction 
present (p=0.526, p =0.247, p=0.702, p=0.927).   

 
DISCUSSION 

 
The study explored the relationship between the two 

different theoretical models of EI and political preferences. 
The results found that participants who labeled themselves 
more conservative on the political identity self-report scale in 
general had higher Trait EI scores than Ability EI. The 
opposite was found for those who place themselves on the 
liberal end of the spectrum, with liberals generally scoring 
higher on Ability EI compared to Trait EI. This finding 
supports the idea that there is a difference in EI skills across 
the political spectrum.  

Because of the reported different connections 
between the two EI constructs and political identities, 
different types of EI improvement will affect conservatives 
and liberals differently. Luckily, EI capabilities are not fixed 

Table 2. Ability EI scales by political 
identity. 

 

Test P value 

SS MSCEIT scores by political identity p=0.407 

Univariate analysis of SREIS scores 
and political identity with sex as the 
variable. 

p=0.526, p =0.247, 
p=0.702, p=0.927 

The International Young Researchers' Conference 173



 

 
and can be improved through one-on-one sessions, 
instructional guides, and online training programs [24].  

For Ability EI improvement effects, research points 
to better leadership and relationships. The scores produced by 
the performance tasks have predicted leadership capabilities 
in small group settings [25]. People with higher Ability EI 
report more positive relationships, even after controlling for 
personality and IQ [26]. 

Trait EI has been shown to help predict abilities of 
transformational leadership, less subjective stress and 
performance in managers [27]. Higher Trait EI has been 
correlated to better physical, mental and psychosomatic 
health, less burnout, and reduced symptoms of psychopathy 
in mental health nurses [28]; [29].  

The study revealed that there is no significant 
relationship between political identity and EI. With each test 
examining the relationship between political identity and EI 
resulting in no significance found, it can be concluded that 
neither Ability nor Trait EI have a strong correlation to 
political identity. By looking at the results of the test 
examining the relationship between the SREIS scores and the 
self-reported political identity, the analysis suggests that 
there is no significant difference in SREIS scores across the 
different political groups. The data fails to reject the null 
hypothesis, that there is no significant relationship between 
EI and political identity.   

The results of this study are corroborated by recent 
work in this field. A 2019 study measuring for Ability EI 
found that those with lower emotional abilities are more 
likely to be found at the conservative end of the political 
spectrum, while those who displayed higher emotional 
abilities are more likely to be found on the left end [30]. This 
supports the finding that those who identify themselves as 
conservative have lower Ability EI than Trait EI.  

Future research should attempt to use a more 
extensive political identity scale. The scale from which 
political identity was evaluated for this study is a five-point 
scale for ease of identification. Such a complex concept is not 
easy to minimize into five points when creating the scale. 
Because of this inherent issue, it is hard to place that much 
weight on the answer of a single question. Personal political 
opinions are also equally complex and could benefit from a 
more thorough identification tool [31].  

There is also the issue of the self-report method of 
determining political identity. Participants could write an 
answer that is untrue, on purpose or not [32]. This does not 
detract from the effectiveness of the other self-report tests 
measuring EI, since those are examining specifically the self-
evaluation of those skills [33]. With political identity, this 
created error variance in the reporting of responses and 
affects the results. One way to remedy this would be with a 
much larger sample, with a number in the thousands. Another 
would be to use surveys inquiring about opinions on specific 
political issues with the responses revealing political leanings 
more accurately than conventional political identity polling.  

On the other hand, when looking at the adjusted for 
demographics four branch scores from the MSCEIT, a 
different pattern emerges for Facilitating and Using emotions 
to enhance thought. This pattern suggests that extreme 
Democrats and Republicans relate differently to this factor. 
From these results, it is implied that extreme Democrats tend 
to be better skilled to use their emotions to facilitate their 
thoughts than moderate one's, but for Republicans, the 
opposite is revealed. In general, subjects with extreme views 
were shown to be worse at using their emotions to facilitate 
thought than moderate ones. 

Future research should continue to look at how 
voting patterns are changing across the board and what means 
for changing emotional patterns of voters. One study that was 
published in 2019 has found that those on the extreme end of 
the political spectrum for both liberals and conservatives 
have more in common with each other than with moderate 
thinkers in their own parties [34]. This is supported by the 
results from the SREIS scores, with extreme liberals and 
conservatives both scoring the second and third highest 
scores for the scale.  

 
CONCLUSION 

 
 This study examined the relationship between 
politics and emotion. Specifically, the connections between 
Ability and Trait EI and political identity. The results showed 
that while there is not a significant correlation between the 
two theoretical models of EI and political identity, trends 
revealed how those who lean towards the left tend to excel in 
managing and utilizing emotions, within the Ability EI 
scales, while those who lean right score higher on self-report 
scales, measuring Trait EI.  
 As the next political cycle rolls in, research needs to 
continue to be done into the deep emotional split within 
America. This should be explored through comparison of the 
social and emotional skills of the two most prominent 
political ideologies in the country, Democrat and Republican. 
EI is usually seen in individual and immediate social 
constructs and situations, for example dealing with a personal 

in the context of political decisions, like voting or protesting, 
it can be seen to potentially impact society on a larger scale. 
With that kind of impact, it becomes necessary to dedicate 
more research into learning about the emotional correlates of 
political identities.  
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Abstract  Compared to White survivors of 
Intracerebral Hemorrhage (ICH), Black/Hispanic 
individuals are three times more likely to experience 
ICH recurrence. Cerebral Small Vessel Disease (CSVD) 
has long been considered a risk factor for ICH. Our 
study sought to clarify whether differences in CSVD 
subtype or severity among minority and White 
individuals could explain this disparity. We collected 
data of ICH survivors from the MGH-ICH and ERICH 
studies. MRI scans were analyzed for CSVD markers as 
classified by cerebral microbleeds (CMBs). CSVD was 
identified as either Cerebral Amyloid Angiopathy (CAA) 
subtype or Arteriolo-Sclerosis (AS) subtype. We 
analyzed data from the total 2192. When compared to 
Whites, a higher percentage of minority individuals had 
markers of CSVD on MRI scans (54% vs. 41%, 
p<0.001). There was a greater count (higher burden) of 
AS-associated CMBs in minorities (median: 1, IQR 1-2 
vs. median 0, IQR 0-1, p=0.016). Minority ICH survivors 
are not only more likely to present with CSVD at the 
time of stroke, but they also have a higher burden of 
specifically AS-associated CMBs. 
 
Key Words  Arteriolo-Sclerosis; Cerebral Amyloid 
Angiopathy; Cerebral Small Vessel Disease; Hemorrhage; 
ICH 

INTRODUCTION 
 

Of the different types of stroke, Intracerebral 
Hemorrhage (ICH) is the most serious and life-threatening 
due to the limitations of current treatments. To put this in 
perspective, although only 15% of stroke cases are ICH-
related, ICH is responsible for more than half of stroke-
related deaths and disability [1-3]. Minority populations are 
three times more likely than Whites to experience ICH 
recurrence, which substantially increases the risk of 
morbidity and mortality. Previous studies have determined 
that this health disparity may be caused by differences in 
hypertension control and/or blood pressure (BP) variability 
[4-6]. However, differences in hypertension alone do not 
fully explain the magnitude of variation in ICH recurrence 
risk among the race/ethnic groups [6]. Thus, our study 
sought to identify differences in other risk factors of ICH 

recurrence among minority and White individuals that could 
be attributable to this health disparity.  

As determined by MRI-based markers, ICH survivors 
have a greater presence and burden of Cerebral Small 
Vessel Disease (CSVD) when compared to the general 
population. The presence of CSVD not only increases the 
risk of first-ever ICH, but also the risk of other events, 
including recurrent ICH, ischemic stroke,  cognitive decline, 
and gait deterioration [7, 8]. The two subtypes of CSVD
cerebral amyloid angiopathy (CAA) and arteriolo-sclerosis 
(AS) are similar in many ways though ICH due to CAA 
occurs in the cortical blood vessels of the brain (lobar), 
while ICH due to AS occurs in deep and infratentorial 
regions (basal ganglia, thalamus, and brainstem). The 
neuroimaging markers of CSVD include cerebral 
microbleeds (CMBs), lacunar infarcts, enlarged 
periventricular spaces (EPVS), white matter hyperintensities 
(WMH), and cortical superficial siderosis (cSS). 
Understanding the etiological factors of CSVD is needed to 
develop proper interventions and treatments for ICH. Given 
that CSVD mainly affects ICH survivors, they are an 
appropriate group with which to conduct our study. 

Findings from previous studies have determined that 
CSVD increases the risk of first-ever ICH, though no study 
in the literature to our knowledge has explored potential 
differences in the presence and burden of CSVD among 
different racial/ethnic groups. We hope that our study will 
provide new insights for the biological reasons underlying 
why recurrent ICH (and its corresponding cognitive effects) 
disproportionately affects minority individuals. We seek to 
determine whether 1) differences in baseline CSVD burden 
and/or severity exist among race/ethnic groups and 2) if 
increased CSVD burden in minority populations accounts 
for the increased risk of recurrent ICH in these individuals. 

 
METHODS 

  
I. Participating studies 

 
We analyzed data from two main studies of ICH: (1) 

the longitudinal MGH-ICH study and (2) the ERICH study. 
The MGH-ICH study, which took place in Boston, has been 
recruiting patients since 1994 and is continuing to do so. 
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The ERICH study, led by the University of Cincinnati, is 
multi-site, with 42 different sites spanning the United States 
[9, 10]. The study recruited patients from 2006 to 2010 [9, 
10]. 

 
II. Study eligibility and patient recruitment 

 
We recruited participants among patients meeting the 

following eligibility criteria: (1) aged 18 years or older, and 
(2) diagnosed with acute primary (i.e., spontaneous) ICH as 
determined by MRI scan (taken within 24 hours of ICH 
event). Patients who experienced ICH due to trauma, 
conversion of an ischemic infarct, aneurysm, or brain 
tumor(s) did not meet our eligibility criteria [9, 11]. Patients 
were also removed if they had missing data on clinical or 
demographic variables. Since we sought to investigate 
racial/ethnic disparities in long-term ICH recurrence rates, 
we excluded patients who survived less than 3 months after 
hemorrhage, in agreement with a previously published 
methodology [9]. 

 
III. Baseline data collection 

 
Participants were asked to self-identify their 

race/ethnicity by selecting from a list recommended by the 
Office for Management and Budget and the National 
Institutes of Health that included White (i.e., non-Hispanic 
White), Black (i.e., non-Hispanic Black), Hispanic (i.e., 
self-identifying as White-Hispanic or Black-Hispanic), and 
other (not meeting criteria for inclusion in White, Black, or 
Hispanic groups). Using established methods of MRI scan 
analysis, we determined ICH location, CSVD subtype, and 
hematoma volume [10, 12]. MRI-based markers of CSVD, 
including cerebral microbleeds (CMBs), lacunar infarcts, 
enlarged periventricular spaces (EPVS), White matter 
hyperintensities (WMH), and cortical superficial siderosis 
(cSS) were also collected and recorded (Figure 1). 
 

 
 
FIGURE 1: Study enrollment and MRI-based markers used 
to determine CSVD burden and subtype. 

 
IV. Longitudinal follow-up 

 
Following the in-person interview conducted at the time 

of the ICH event, participants and/or their caregivers (if 
needed) were interviewed over the phone every 6 months by 
trained staff using standard protocols and methods [9-11]. 
Participants and/or their caregivers were asked about new 
hospitalization events, new hemorrhagic or ischemic stroke 
events, death, functional status (as determined by the 

Modified Rankin Score (mRS)), medications, and 
prescriptions. 

 
V. Univariable and multivariable analyses 

 
All categorical variables were analyzed with the 2-

tailed Fisher exact test to identify any non-random 
relationships between the variables. We used the Mann-
Whitney U test to compare continuous variables among the 
two study samples. Univariate analyses with Kaplan-Meier 
plots were used to determine the factors most closely related 
with ICH recurrence among White and Black/Hispanic 
groups. The Kaplan-Meier results were compared 
statistically with the log-rank test. We performed 
multivariable analyses using Cox regression models. MRI 
scans were analyzed for CSVD markers as classified by 
cerebral microbleeds (CMBs). CSVD was identified as 
either Cerebral Amyloid Angiopathy (CAA) subtype or 
Arteriolo-Sclerosis (AS) subtype and statistical analysis was 
performed to determine the severity of CMBs. For all 
eligible patients, we determined whether the presence of 
cerebral microbleeds ( 1) or cortical superficial siderosis 
increased the risk of ICH recurrence. We initially included 
in multivariable modeling all factors associated with ICH 
recurrence in univariable analyses with p<0.20. Because of 
potential associations between ICH recurrence and exposure 
to antiplatelet agents and/or oral anticoagulants, we pre-

le 
models (regardless of p value). We subsequently used 
backward elimination procedures to arrive at a minimal 
model including only variables associated with ICH at 
p<0.05. Multicollinearity in our regression model was 

 (VIF) to determine the 
strength of any correlations between independent variables. 
The proportional hazard assumption in Cox models was 
tested via graphical inspection and calculation of Schoenfeld 
residuals. 

 
VI. Secondary analyses 

 
Our study protocol included prespecified subgroup 

analyses. First, we sought to conduct secondary analyses 
stratified by race/ethnicity to compare CSVD markers 
across White and Black/Hispanic populations. This involved 
repeating all multivariate analyses for probable CAA- and 
AS-associated ICH survivors after including interaction 
terms between race/ethnicity and: (1) presence of cerebral 
microbleeds ( 1) and (2) presence of cortical superficial 
siderosis. Additionally, in a subset of patients (n=941) with 
long-term follow-up information, we conducted parallel 
analyses for Lacunar Infarcts, Enlarged Perivascular Spaces 
(EPVS), White Matter Hyperintensities (WMH), and 
Cortical Superficial Siderosis (cSS). 
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RESULTS 
 
I. Study participants 

 
initial 

eligibility criteria. Twenty-eight participants were lost to 
follow-up or were ineligible due to early case fatality, 
resulting in the current total sample size of n=2164 
(White=1245, Black=460, Hispanic=392, other 
race/ethnicity=67). Detailed information on characteristics 
of participants enrolled in the MGH (n=991) and ERICH 
(n=1201) studies is presented in Table 1.  
 
TABLE 1:  
 

Variable ERICH 
MGH-
ICH 

No. of individuals 1201 (100) 991 (100) 
Demographics     

Age, mean (SD) 60.8 (13.5) 
71.4 
(12.7) 

Sex, Female (%) 510 (42.5) 474 (47.8) 
Race / Ethnicity (%)     
White 408 (34.0) 837 (86.9) 
Black 401 (33.4) 59 (6.1) 
Hispanic 392 (32.6)  0 (0) 
Other 0 (0) 67 (7.0) 

(%) 607 (50.5) 644 (65.0) 
Medical History (%)     
Hypertension  915 (77.2) 751 (76.3) 
Ischemic heart disease 134 (11.5) 169 (17.2) 

Atrial fibrillation 81 (6.7)  
171 
(17.5)  

Diabetes  301 (25.3) 205 (20.9) 
Prior stroke 188 (15.8) 181 (18.5) 
Genetic Variables (%)     

 177 (14.9)  73 (17.5)  
 378 (31.8) 130 (31.8) 

Cerebral Microbleeds 
(%) 

  

 399 (31.2) 385 (38.8) 
Non-  467 (38.9) 429 (43.3) 
 
II. MRI CSVD markers based on race/ethnicity 

 
Long-term follow up information was collected for 612 

ERICH participants and 329 MGH participants. As shown 

deep white matter hyperintensities (WMHs) in ERICH 
participants, with interquartile range [IQR] 1-3. We 

in MGH participants, with interquartile range [IQR] 1-2. 
Thirty-four participants in the ERICH study and 151 
participants in the MGH study presented with one or more 
lacunar infarcts in the lobar region, corresponding to a 
percentage of 10.6 in the ERICH study and 19.3 in the 

MGH study. A greater proportion of participants in both 
studies presented with one or more non-lobar lacunar 
infarcts, with that number being 70 participants (21.1%) in 
the ERICH study and 193 in the MGH study (31.5%). The 
median count for both lobar and non-lobar was one, with an 
interquartile range of 1-2 for both studies. In ERICH 
participants, the median basal ganglia enlarged 
periventricular spaces (EPVS) was two, while in MGH 
participants, it was one (Interquartile range [IQR] 1-2). 
There was no difference in median count of centrum 
semiovale between participants in the ERICH or MGH 
studies. One hundred and two ERICH participants (35.7%) 
and 324 MGH participants (31.5%) were identified of 
having one or more lobar cerebral microbleeds (Median=3, 
Interquartile range [IQR] 1-9 ERICH, Interquartile range 
[IQR] 1-8 MGH). One hundred forty ERICH participants 
(42.5%) and 336 MGH participants (54.9%) were identified 
of having one or more non-lobar cerebral microbleeds 
(Median=4, Interquartile range [IQR] 1-5 ERICH, 
Interquartile range [IQR] 1-4 MGH). When comparing the 
presence of cortical superficial siderosis (cSS), 44 ERICH 
participants (13.4%) and 101 MGH participants (16.5%) 
were identified. 
 
TABLE 2: MRI CSVD markers among study participants 
with long-term follow-up. 
 
Variable ERICH MGH-ICH 
No. of individuals 329 (100) 612 (100) 
White Matter 
Hyperintensities (WMH)   
Periventricular 2 (1  3) 2 (1  2) 
Deep 2 (1  3) 2 (1  2) 
Lacunar Infarcts   
Lobar   

 34 (10.6) 151 (19.3) 
Count, median (IQR) 1 (1 - 2) 1 (1  2) 
Non-lobar   

 70 (21.1) 193 (31.5) 
Count, median (IQR) 1 (1 - 2) 1 (1  2) 
Enlarged Perivascular 
Spaces (EPVS)   
Basal Ganglia 2 (1  2) 1 (1  2) 
Centrum Semiovale 2 (1 - 3) 2 (1  3) 
Cerebral Microbleeds 
(CMBs)   
Lobar   

 102 (35.7) 324 (31.5) 
Count, median (IQR) 3 (1 - 9) 3 (1 - 8) 
Non-lobar   

 140 (42.5) 336 (54.9) 
Count, median (IQR) 2 (1-5) 2 (1-4) 
Cortical Superficial 
Siderosis (cSS) (%) 44 (13.4) 101 (16.5) 
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III. Variations in ICH recurrence risk by race/ethnicity 

 
We initially sought to determine whether differences in 

AS-related CSVD and CAA-related CSVD existed between 
White and Black/Hispanic ICH survivors as determined by 
MRI based CSVD markers. We formally compared MRI 
based CSVD markers, as presented in detail in Tables 3 and 
4. Among all identified CSVD markers, the following 
showed statistically significant (p<0.05) preferential 
association with increased ICH recurrence risk: cerebral 
microbleeds (overall) (p=0.039), non-lobar cerebral 
microbleeds (p=0.016), non-lobar lacunar infarcts (0.023), 
and basal ganglia EPVS (p=0.018). All identified risk 
factors were significantly greater in Black/Hispanic 
individuals, suggesting minority ICH survivors presented 
with higher CSVD burden and severity immediately 
following the ICH event when compared to their White 
counterparts (54% vs. 41%, p<0.001). Based on 
aforementioned multivariable analyses, we differentiated 
between the two CSVD subtypes (CAA- and AS- subtypes). 
Minority ICH survivors showed a significantly higher 
burden and severity of AS-associated CMBs (median: 1, 
Interquartile Range [IQR] 1-2 vs. median 0, IQR 0-1, 
p=0.016). The difference in the burden of CAA-associated 
CMBs was not statistically significant between the two 
racial/ethnic groups (median: 0, IQR 0-2 vs. median 0, IQR 
0-
revealed consistent associations without evidence of 
between-study heterogeneity (all I2<0.05). 
 
TABLE 3: Comparison of MRI CSVD markers across 
racial/ethnic study groups among all participants. 
 
ALL PARTICIPANTS (n = 2192) 
MRI Marker White Black / 

Hispanic 
P-value 

Cerebral Microbleeds 
(med, IQR) 

1 (0 - 4) 1 (1 - 5) 0.039 

Non-lobar Cerebral 
Microbleeds (med, IQR) 

0 (0  1) 1 (1 - 2) 0.016 

Lobar Cerebral 
Microbleeds (med, IQR) 

0 (0  2) 0 (0 - 1) 0.12 

 
 
 
 
 
 
 
 
 
 
 
 

TABLE 4: Comparison of MRI CSVD markers across 
racial/ethnic study groups among participants with long-
term follow up information. 
 
LONG-TERM FOLLOW-UP (n = 941) 
MRI Marker White Black / 

Hispanic 
P-value 

Periventricular WMH 
(Fazekas med, IQR) 

2 (1 - 2) 2 (1 - 2) 0.47 

Deep WMH (Fazekas 
med, IQR) 

2 (1 - 2) 2 (1 - 2) 0.21 

Lacunar Infarcts (med, 
IQR) 

1 (1 - 3) 1 (1 - 3) 0.32 

- Non-lobar Lacunar 
Infarcts (med, IQR) 

1 (1 - 2) 1 (1 - 3) 0.023 

- Lobar Lacunar 
Infarcts (med, IQR) 

1 (1 - 2) 1 (1 - 2) 0.22 

Basal Ganglia EPVS 
(med, IQR) 

1 (1 - 2) 2 (1 - 2) 0.018 

Centrum Semiovale 
EPVS (med, IQR) 

2 (1 - 3) 2 (1 - 3) 0.66 

Cortical Superficial 
Siderosis (presence, %) 

13.1 12.6 0.39 

 
 ICH recurrence risk was calculated based on CVSD 

markers and race/ethnicity. At time of stroke, 
Black/Hispanic individuals showed higher CSVD burden 
and severity than White ICH survivors. High CSVD burden 
included some or all of the following characteristics: three 
or more enlarged periventricular spaces, two or more 
cerebral microbleeds, the presence of cortical superficial 
siderosis, one or more lacunar infarcts, or White matter 
hyperintensities. At 5 years after index ICH, Black/Hispanic 
populations with high CSVD burden were shown to have 
>22% estimated risk of recurrent ICH while White 
participants had <15% estimated risk. In correspondence, 
Black/Hispanic populations with low CSVD burden were 
shown to have >11% estimated risk of recurrent ICH when 
compared to their White counterparts (<8%) at 5 years after 
index ICH. We provide a graphic representation of 

race/ethnicity in Figure 2. Comparison of ICH recurrence 
risk between Black/Hispanic and White individuals with 
high CSVD burden provides a p-value of 0.012. 
Comparison of ICH recurrence risk between Black/Hispanic 
individuals with high CSVD burden and low CSVD burden 
provides a p-value of <0.001. Comparison of ICH 
recurrence risk between Black/Hispanic individuals with 
high CSVD burden and White individuals with low CSVD 
burden provides a p-value of <0.001. 
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FIGURE 2: ICH recurrence risk based on CSVD markers 
and race/ethnicity. 
 

DISCUSSION 
 

We present evidence that minority ICH survivors of 
Black and Hispanic racial/ethnic groups are at a 
significantly higher risk of recurrent ICH. We utilized data 
from two large ICH studies to conduct a meta-analysis, 
identifying for the first time, a strong association between 
greater CSVD burden in Black/Hispanic populations and 
increased risk of recurrent ICH. 

CSVD is the most potent risk factor for ICH incidence 

a clinical management and research standpoint [4, 5, 13]. 
Black and Hispanic ICH survivors are disproportionately 
less likely to receive CSVD treatment, with expected 
consequences of increased ICH recurrence risk. The 
mechanisms underlying limited success in CSVD treatment 
among ICH survivors at large remain unclear. However, it is 
likely that socioeconomic factors, chief availability, and 
access to health care [14], represent major obstacles toward 
receiving CSVD treatment for minority ICH survivors. 
Cultural factors associated with racial/ethnic background are 
also likely to 
cultural beliefs may determine personal behavior towards 

with traditionally prescribed medications [15]. 
Furthermore, minority ICH survivors presented with 

higher CSVD burden and severity immediately following 
the ICH event when compared to their white counterparts, 
especially in the case of AS-associated CMBs. Given that 
AS CSVD is exacerbated by hypertension, the racial/ethnic 
differences pertaining to the AS CSVD subtype may reflect 
differences in prevention strategies long predating index 
ICH, such as hypertension and blood pressure control. 
While CSVD severity has been demonstrated to act as a 

t 

over time.  
 

When compared to ICH survivors in most previously 
published reports [24], individuals included in our analyses 
(particularly th

known disparities in ICH epidemiology among minority 
patients. Several studies reported that non-white individuals 
are more likely to present with ICH at a younger age [16, 
17]. The pre-
race/ethnicity therefore account for the younger age of ICH 
survivors in ERICH [12]. 

 
Our study has a few limitations. First, despite the 

overall sample size of our study, there was an unequal 
sample size among racial groups in the MGH study, with 
86.9% of the participants identifying as white and no 
Hispanic participants. Second, we cannot identify causal 
relationships between CSVD and ICH recurrence risk, we 
can only make associations between the two. We also 
utilized self-reported race/ethnicity to capture the complex 
network of biological, social, and cultural determinants of 

unable to further dissect and study these individual aspects 
of personal racial/ethnic background. However, recent 

correlations between self-reported race/ethnicity, cultural 
perception, and genetic ancestry [18]. Our approach also 
exhibits several strengths. Although participants in the 

demographics, medical history, and ICH characteristics, we 
observed highly consistent associations between 
race/ethnicity and ICH recurrence risk. Of note, reported 
associations reached our pre-

independently replicated in the other. 
 

CONCLUSION 
 

In summary, we present further evidence that Black and 
Hispanic survivors of primary ICH are at a significantly 
higher risk of recurrent ICH than their white counterparts. 
We found that CSVD severity and burden was greater 
among Black/Hispanic individuals and partially accounts for 
the observed racial/ethnic disparities in ICH recurrence risk. 
Additional studies will be required in order to expand on our 

socioeconomic, and cultural factors accounting for the 
observed disparities. 
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Abstract  Machine learning and artificial intelligence 
are essential parts of technology today. They help reduce 
human effort and may also be able to perform certain 
tasks better than humans. An example of this is the 
classification of news articles as real or false. Whereas 
humans would have to do extensive research just to check 
the validity of a single article, a machine learning 
algorithm can do that in a much shorter timeframe by 
recognizing words and patterns that mostly occur in false 
news articles using techniques such as keyword analysis. 
Checking the validity of news articles is essential to 
prevent the spread of misinformation, especially due to 
the prevalence of fake news nowadays. 
 
Key Words  Machine learning, news classification, keyword 
analysis, validity of articles 

INTRODUCTION 

The use of artificial intelligence is extremely common in 
a wide variety of tasks, from customer service chatbots to 
helping doctors interpret chest X-rays. In many cases, using 
machine learning algorithms helps reduce human error and 
the time required for the completion of an otherwise complex 
task. 

The classification of news articles is a great way to use 
machine learning. Given a large enough dataset, a suitable 
algorithm can predict if the information presented in an 
article is real or not. Using more sophisticated algorithms and 
larger datasets, we may even be able to compute how much 
of the article is true. 

For this study, I used the Information Security and 
Object Technology dataset from the University of Victoria, 
as prescribed by Ahmed et al. in publications from 2017 and 
2018. The truthful articles in the dataset were obtained from 
Reuters.com and the false ones from various sources flagged 
as unreliable by PolitiFact, a fact-checking organization. This 
dataset contains over 40,000 entries in total, which is enough 
to predict with over 95% accuracy using the right algorithm. 

I chose this topic to search for a more efficient solution 
to fact-check articles on the spot, as having people read and 
validate each article is extremely time-consuming. 

 Instead of following this long method, I used the fact 
that false news articles are written in a much different style 
compared to true articles. False news articles often feature 
informal, conversational language and words that directly 
mock or criticize someone. For instance, one of the false 
articles in the dataset contains the following lines:  

Happy New Year and leave it at that. Instead, he had to give 
a shout out to his enemies, haters and the very dishonest fake 
news media. The former reality show star had just one job to 

stronger and smarter, I want to wish all of my friends, 
supporters, enemies, haters, and even the very dishonest Fake 
News Media, a Happy and Healthy New Year, President 
Angry Pants tweeted.  

This is a blatant example of a false news article. 
President Angry Pants  seems to be a name given by the 

author and not by formal quotes. It can be assumed that the 
author is biased against the person in question (President 
Donald Trump), which resulted in the production of false 
news. 

I. Background 

I used four algorithms to classify the news articles: 
logistic regression, Support Vector Machines (SVM), K 
Nearest Neighbors (KNN), and decision trees. All of these 
algorithms operate on different principles. Thus, some may 
be more accurate than others. 

I chose these algorithms because they are 
computationally simple. They are the ones taught to anyone 
beginning to learn machine learning. Whereas researchers 
use sophisticated techniques, such as Hidden Markov Models 
or Natural Language Processors, for text processing, I was 
intrigued by the possibility of these simple algorithms 
yielding accurate results. 

Another reason I chose these algorithms is that it only 
takes a couple of minutes to execute them (except for SVM) 
and generate output. This can be handy in case an app is 
developed based on this paper. 

Let us take a look at the algorithms I used. 
 

a. Logistic Regression 
 

Logistic regression uses the gradient descent algorithm 
on a linear model to classify data. This process generates a 
linear equation with multiple coefficients that determine how 
much each parameter affects the result, along with a bias that 
signifies the value of the output when all of the input 
parameters are 0. Given a list of parameters, this equation 
outputs a real number. For example, it is possible to predict 
the price of a house using this equation given the values of 
parameters, such as the neighborhood crime rate and the 
number of rooms in the house. 
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Gradient descent is the algorithm used to produce the 

line of best fit for data. This is done by calculating the mean 
deviation of the predicted value for one set of values, scaling 
it by a factor called the learning rate, and subtracting it from 
the existing coefficients and bias. The calculated numbers 
serve as the new coefficients and bias. 

Performing this action for each set of values gives us a 
linear model that we can use to make the predictions. 
However, in logistic regression, we need a probability that 
lies between 0 and 1. For this, we need to apply a sigmoid 
function (Figure 1) to each predicted value. 

 

 
FIGURE 1 [3]: The sigmoid function. It takes in a real number 
and gives an output between 0 and 1. 

  
b. SVM 

 
In the SVM algorithm, we plot each data point as a point 

in an n-dimensional space, with n being the number of 
features. Then, we draw a hyperplane that separates the data 
point clusters and is as far as possible from the points. The 
margin is the distance between the hyperplane and the points 
on either side nearest to it. These points are called support 
vectors. 

In many cases, the data may not be separable using a 
simple hyperplane. To solve this problem, a method called 
the kernel trick can be used, which converts a lower-
dimensional point into a higher-dimensional one so that it is 
linearly separable. 

 
FIGURE 2 [4]: A set of data points separated by a hyperplane. 

After this, we only need to see on which side of the 
hyperplane the given point falls. 

c. KNN 
The KNN algorithm uses the distance between points to 

classify data. For each data point , we compute the 
distance to every other data point. 

Then, for each new point fed into the algorithm, the 
distance is computed between it and every other point. After 
that, the parameter k makes the algorithm consider the k 
nearest points (points with least distance) from the new point. 

Thus, this process becomes a classification by majority. 
The new point is put into whichever data class occurs the 
most after the previous step of narrowing down. 

 

 
FIGURE 3: A simple example of a KNN algorithm. 
 

If k is very small, the algorithm may overfit the training 
data, which means that it fits the training data too closely and 
cannot spot general data trends. 

If k is very large, however, the algorithm underfits the 
data. Underfitting means that the algorithm does not 
sufficiently model the training data and cannot generalize to 
new data. 

Since this algorithm only groups similarly worded 
articles, it may fail in case a true and false article contain 
similar words, despite having completely different meanings 
and contexts. 

 
d. Decision Trees 

 
The decision tree algorithm uses recursive binary 

splitting to categorize data [5]. For a decision tree classifier, 
the algorithm decides which condition to split the data on 
using a measure called the Gini impurity, which determines 
how pure a classification is. Specifically, it shows how many 
data points from multiple classes remain unseparated after 
one level of classification. The Gini impurity score of a node 
is the product of the probabilities of each class in the node. 
The lower this number is, the more accurate the classification. 

II. Approach 

I used Python to execute the algorithms since it has a 
machine learning library that helps speed up the process. To 
perform this task, I first cleaned up the data. After inspecting 
the data and removing characters such as the newline 
character \n, I used a TFIDF (Term Frequency Inverse 
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Document Frequency) [6] vectorizer to transform the strings 
into numerical data. 

A TFIDF vectorizer works as follows: It first computes 
the number of occurrences of each word in each article; this 
is its TF value. Then, it computes the number of documents 
in the entire corpus in which the word occurs; this is its IDF 
value. The TFIDF is calculated by the following formula: 

 

 

 
Next, I split the data, designating 20% for testing the 

model and the rest for training it. Then I was ready to feed 
the numerical data into the machine learning algorithm. 

I used separate instances of TFIDF vectorizers to 
compute the TFIDF values for both the texts and titles, as I 
considered that even the article titles may be a good indicator 
of article validity. I also used two different instances of each 
algorithm for the same purpose. 

 limitations is that it is not able to 
detect false statistics in a given article. For example, suppose 
an article says that 1,000 patients were infected with a 
disease, but the real number was closer to 400. The 
algorithms will not be able to detect this error because the 
method I used generates output based on the combinations of 
the words used in the articles. 

This limitation can be counteracted by adding another 
layer of fact-checking to the process. This layer may include 
the checking of statistics. This can be done either by a human 
or a computer program that utilizes web crawling and parsing 
information from websites. 

EVALUATION 

I used multiple metrics to evaluate each of my models [7]: 

Accuracy 

This is one of the simplest ways by which a model can 
be judged.  accuracy is given by the quotient of the 
number of correct predictions and the total number of 
predictions. 

However, accuracy alone is not a good measure of a 
model because of possible class imbalances. For example, if 
two classification labels are positive and negative, we can 
make a model that always predicts negative. If the number of 
true negatives in the data is more than the number of true 
positives, the accuracy increases, even though we have not 
built a model that represents the data to the highest possible 
extent. 

Confusion Matrix 

As its name suggests, the confusion matrix is a matrix 
that contains the number of each type of prediction made by 
the model (true positives, false positives, true negatives, false 
negatives).  

Using the confusion matrix, we can calculate other 
metrics, such as precision. When used along with accuracy, 

these metrics can be used to arrive at a good estimate of the 
effectiveness. 

F1 score 

The f1 score of a classification model is given by the 
following formula: 

 

 

 
In this equation, precision is defined as the ratio of the 

relevant instances and retrieved instances, and recall is the 
fraction of the total amount of relevant instances retrieved. In 
other words, precision is the quotient of true positives and the 
total number of predicted positives. Recall is the quotient of 
the true positives and total number of actual positives (true 
positives + false negatives). 

Using the harmonic mean instead of the arithmetic mean 
ensures that the f1 score is low even if one of the two 
quantities is low. 

RESULTS 

The results for each model are arranged in tables as 
follows: 

Logistic Regression 

Feature Accuracy Precision Recall F1 score 
Title 95.53% 94.52% 96.07% 95.29% 
Text 98.70% 98.46% 98.79% 98.62% 

SVM 

Feature Accuracy Precision Recall F1 score 
Title 96.18% 95.56% 96.52% 96.04% 
Text 99.46% 99.32% 99.55% 99.44% 

KNN 

Feature Accuracy Precision Recall F1 score 
Title 89.95% 86.37% 93.37% 89.73% 
Text 69.00% 94.50% 36.22% 52.37% 

Decision Trees 

Feature Accuracy Precision Recall F1 score 
Title 91.83% 90.72% 92.12% 91.41% 
Text 99.52% 99.50% 99.48% 99.49% 

CONCLUSION 

We can see from the results that the best algorithm for the 
task of classifying news articles as real or false based on title 
is SVM, with an accuracy of 96.18% and f1 score of 96.04%. 
Based on classification by text, however, the decision trees 
method is marginally better than SVM, with an accuracy of 
99.52% and f1 score of 99.49%. 

These are not the exact scores that will be obtained if the 
entire experiment is replicated due to the random separation 
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of training and testing data, but the results obtained will 
always be in the same ballpark.  

The classifier algorithms could be made more accurate if 
the title and text data are fed into a single classifier. However, 
this method is beyond the scope of this paper and was not 
conducted. Future research could explore this possibility. 
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Abstract - According to the World Health Organization 
(WHO), adolescence marks a period of vulnerability for 
the onset of mental health conditions. Depression is the 
ninth leading cause of illness and disability in all 
adolescents. In this paper, data from the National Survey 
on Drug Use and Heath (NSDUH; N=563,275), a 
nationally representative survey of U.S. adolescents and 
adults, were analyzed. Between 2009 and 2018, increases 
in rates of major depressive episodes (MDE)  in the past 
year (66.5%), serious psychological distress in the last 
month (82.7%), serious thinking about killing self in the 
past year (59.5%) were observed among adolescents, with 
girls having higher rates of MDE than boys (20.89% vs. 
8.28% in 2018) and also higher percent change in rates 
than boys (70.0% vs 62.1%). The same trend was not 
found for adults ages 26 and over. Black non-Hispanic 
adolescents had a lower rate of MDE than other 
race/ethnicity groups in all years (9.83% vs. at least 
14.66% in 2018). Results suggest the need for more 
mental health prevention and treatment programs for 
adolescents, who are undergoing a critical juncture in 
their development. 
 
Key Words  mental health, adolescents, depression 
 

INTRODUCTION 

Adolescence, defined as when an individual is 
between 10-19 years of age, is a critical period for later life 
health and well-being. Supportive family, school, and 
community environments allow adolescents to maintain their 
mental health. However, adolescents are particularly 
vulnerable to the onset of mental health conditions. For U.S. 
adolescents and young adults, serious psychological distress, 
major depression, suicidal thoughts, and attempted suicide 
were more common in the late 2010s than in the mid-2000s 
[1]. Every year, mental illnesses take a heavy toll on 
adolescents worldwide. Globally, suicide is the third leading 
cause of death in teenagers aged 15 to 19, with an estimated 
53,000 deaths due to suicide in 2016. Notably, it is the second 
leading cause of death for girls in this age group. Recognized 
risks for adolescent mental health problems include, but are 
not limited to poverty, violence, forced migration, substance 
use, chronic illness, harsh parenting, bullying, sexual 
violence, early pregnancy, early and/or forced marriages, and 
being a member of a minority or discriminated group [2]. 

According to a report from the WHO and its partners, most 
adolescent deaths can be prevented with good health services, 
education, and social support. But in many cases, adolescents 
who suffer from mental health disorders, substance use, or 
poor nutrition cannot obtain critical prevention and care 
services  either because these services do not exist, or 
because of a lack of awareness of these services. In addition, 
many behaviors that impact health later in life, such as 
physical inactivity, poor diet, and risky sexual health 
behaviors, develop during adolescence. 

"Adolescents have been entirely absent from 
national health plans for decades," says Dr. Flavia Bustreo, 
the Assistant Director-General of the WHO. "Relatively 
small investments focused on adolescents now will not only 
result in healthy and empowered adults who thrive and 
contribute positively to their communities, but it will also 
result in healthier future generations, yielding enormous 
returns." [2] 

The present study examines the 10-year trend in the 
rates of MDE, serious psychological distress, and serious 
suicidal thoughts for adolescents in the U.S. Knowledge of 
changing mental health trends provides important insight into 
potential risks, as well as protective factors, for adolescents. 
Research results in trends for various mental health problems 
in adolescents are variable [3]. Twenge and her co-authors 
analyzed data from the National Survey on Drug Use and 
Health (NSDUH), which is a nationally representative survey 
that has tracked drug and alcohol use, mental health, and 
other health-related issues in individuals age 12 and over in 
the U.S. [1]. They analyzed survey responses from more than 
200,000 adolescents between the ages of 12 and 17 from 2005 
to 2017. Additionally, they looked at the results of almost 
400,000 adults aged 18 and over from 2008 to 2017. The rate 
of individuals reporting symptoms consistent with major 
depression in the last 12 months increased 52 percent in 
adolescents from 2005 to 2017 (from 8.7 percent to 13.2 
percent) and 63 percent in young adults aged 18 to 25 from 
2009 to 2017 (from 8.1 percent to 13.2 percent).  

In addition, Sourander and co-authors examined the 
10-year time trend changes of psychiatric symptoms, 
smoking and alcohol use in a study of Finnish adolescents 
[4]. Representative population-based samples with same 
methods at two time-points, same age range and with 10-year 
period between the time points were gathered to investigate 
secular changes in 
problems. Seventh and ninth grade students filled in the 
Strengths and Difficulties Questionnaire (SDQ) and 
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questions regarding alcohol use and smoking anonymously 
during a school lesson in 1998 (n = 1458) and 2008 (n = 
1569). The self-reports of SDQ showed substantial stability 
in emotional and behavioral problems from 1998 to 2008. 
There was no increase between the two timepoints in self-
reports of SDQ total, conduct, hyperactivity, emotional or 
peer problems when using the 90th percentile clinical cut-off 
points. 

This paper focuses on the mental health of 
adolescents in the U.S., and uses the most recent NSDUH 
data to compare mental health conditions between 
adolescents and older adults, girls and boys, and among 
race/ethnicity groups. The need for mental health treatment is 
also analyzed over the 10-year period from 2009 to 2018.  

METHODS 

Data used in this study are from NDSUH, which is 
an annual survey of participants of 12 years and older, 
administered by the U.S. Substance Abuse and Mental Health 
Services Administration since 1971, but the survey 
underwent significant questionnaire redesign and 
improvements in 1979 and 2002 [5]. Data are available for 
public use. A total of 563,275 adolescents and adults 
participated in the survey during the 10-year study period. 
The numbers of participants were similar across years, 
ranging from 55,160 (the lowest count) in 2013 to 58,397 (the 
highest count) in 2011. Demographic variables included sex 
(male or female) and race/ethnicity (black, white, Hispanic, 
or other). The overall response rate was 48.79 percent for 
people aged 12 or older [5]. 

Outcome variables included in this study were: 
MDE in the past year, serious psychological distress in the 
past month, seriously think about killing self in the past 12 
months, and needed mental health treatment but did not get it 
in the past 12 months. All these data were collected 
consistently over the study period. However, while MDE was 
available for all participants of NDSUH, the other 3 variables 
were available for participants of 18 years and older. All 
analyses were descriptive in nature and results were not 
weighted based on the age distribution of the U.S. population. 
P-values were from Chi-square test for comparing 2-sample 
proportions. Due to disclosure limitations for respondent 
confidentiality, a state variable is not included in public-
release datasets. 

 
RESULTS 

Of the 563,275 participants included in this study, 
200,162 (35.5 percent), 121,159 (21.5 percent) and 241,954 
(43.0 percent) were 12-19, 20-25 and 26+ years old, 
respectively. Of the 200,162 adolescents, 98.574 (49.3 
percent) were girls, 111,474 (55.7 percent), 27,181 (13.6 
percent), 40,334 (20.4 percent), and 21,173 (10.6 percent) 
were White (non-Hispanic), Black (non-Hispanic), Hispanic, 
and Other, respectively. 

Figure 1 shows that the percent with MDE in the past year 
increased for the 12-19 and 20-25 age groups, especially after 
2011. The 12-19 age group had the highest increase, changing 
from 8.67 percent in 2009 to 14.43 percent in 2018 
(P<0.001), a relative change of 66.5 percent (Table 1). The 
percent with MDE for the 26+ age group declined slightly 
from 7.69 percent in 2009 to 7.24 percent in 2018 (P=0.066), 
a relative decrease of 5.8 percent (Table 1).  
 

 
FIGURE 1: Percent with MDE in the past year by age group, 
2009-2018. 

 

 
FIGURE 2: Percent with serious psychological distress in the 
past month by age group, 2009-2018. 
 
 

Percent with serious psychological distress in the 
past month and percent with serious thinking about killing 
self were presented in Figure 2 and Figure 3, respectively, 
with data included in Table 1. The trends were similar in 
Figure 2 and Figure 3. The 18-19 age group had the highest 
percent with these mental health outcomes among the 3 age 
groups. The relative percent changes over the 10-year period 
in this study were 82.7 percent and 59.5 percent for serious 
psychological distress in the past month and serious thinking 
about killing self in the past 12 months (P<0.001 for both), 
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respectively, for the 18-19 age group. There were no 
significant changes in these mental health outcomes for the 
26+ age group (P=0.082 and P=0.45, respectively). 

 
FIGURE 3: Percent with serious thinking about killing self in 
the past year by age group, 2009-2018. 

 
FIGURE 4: Percent needing mental health treatment but did 
not get it in the past year by age group, 2009-2018. 

As shown in Figure 4, the 18-19 and 20-25 age 
groups had higher percent of participants who needed mental 
health treatment but did not get it in the past year, as 
compared to the 26+ age group. Both the 18-19 and 20-25 
age groups reported increasing cases of not getting mental 
health treatment starting 2015, particularly for the 18-19 age 
group. The 18-19 age group had noticeably lower percent 
than the 20-25 age group for each year before 2015 but had 
similar or slightly higher percent after 2015.    

There were differences in self-reported MDE in the 
past year between boys and girls, and among race/ethnicity 
groups, as shown in Figure 5 and 6, and Table 2. Figure 5 
shows that girls had remarkably higher percent of MDE than 
boys, for each year during the 10-year period (P<0.001), with 
the difference being larger in more recent years. Since 2009, 

the percent increased from 12.29 percent to 20.89 percent for 
girls (a relative percent increase of 70.0 percent, P<0.001), 
and increased from 5.11 percent to 8.28 percent for boys (a 
relative percent increase of 62.1 percent, P<0.001).  
 

 
FIGURE 5: Percent with MDE in the past year by sex, 2009-
2018. 
 

FIGURE 6: Percent with MDE in the past year by 
race/ethnicity group, 2009-2018. 
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The analysis of race/ethnicity groups showed an 
increasing trend of more cases of self-reported MDE for all 
groups. The trend was similar among White (non-Hispanic), 
Hispanic and Other groups (Figure 6), and these groups had 
higher percent of MDE than the Black (non-Hispanic) group.  
 

DISCUSSIONS 
 

This study included data from a nationally 
representative datasets contributed by a large number 
(563,275) of participants over a 10-year period. There was a 
clear and consistent trend that the mental health condition for 
adolescents in the U.S. was worsening. This trend was in 
contrast to the 26+ age group, which showed very little or no 
change over the study period. Overall, the percent of 
adolescents with mental health conditions was about twice as 
high as the adults of 26+ years. Girls, in particular, require 
additional prevention and treatment programs as the percent 
with MDE among the girls was more than twice the percent 
of MDE among the boys of the same age group. These 
findings are consistent with those in published papers by 

Twenge, et al. [1] and Park, et al. [2]. With respect to 
ethnicity, a study showed that White students with symptoms 
of depression were more than twice as likely as their Black 
counterparts to have received a prior diagnosis of depression, 
with mixed results for Hispanic students [6]. Additional 
research is needed to determine whether ethnic disparities are 
related to income, insurance status, and previous 
psychological treatment. 

Multiple factors could contribute to the worsening 
mental health conditions among adolescents in the U.S. One 
of them is screen media. A study showed that children and 
adolescents who spent more time using screen media were 
lower in psychological well-being than low users. High users 
of screens were significantly more likely to display poor 
emotion regulation (not staying calm, arguing too much, 
being difficult to get along with), an inability to finish tasks, 
lower curiosity, and more difficulty making friends[7]. In 

 [1], it was noted that cultural trends in the 
last 10 years may have had a larger effect on mood disorders 
and suicide-related outcomes among younger generations 
compared with older generations. The increased use of 

TABLE 1: Percent of participants with each mental health outcome by age group 

Age (years) Outcomes 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Change 

12-19 MDE 8.67 8.40 8.51 9.65 10.28 11.00 12.55 13.01 13.54 14.43 66.5% 

 SPD 8.42 8.65 9.37 9.44 10.17 10.76 12.67 13.43 15.41 15.38 82.7% 

 STK 7.95 8.63 9.33 9.44 9.92 10.32 11.21 11.32 13.41 12.68 59.5% 

 NMH 7.15 7.33 7.30 6.98 7.01 7.40 8.06 10.77 11.78 12.55 75.4% 

20-25 MDE 8.39 8.48 8.55 9.06 9.07 8.85 10.05 11.07 13.12 13.76 63.9% 

 SPD 8.03 7.63 7.72 8.55 8.07 8.83 9.96 10.83 12.63 13.82 72.0% 

 STK 5.97 6.41 6.16 6.68 6.85 7.00 7.91 8.49 9.43 10.92 83.0% 

 NMH 8.59 7.95 8.01 8.18 7.94 8.66 8.12 9.57 11.30 12.50 45.5% 

26+ MDE 7.69 7.42 7.25 7.45 7.36 7.03 7.23 7.24 7.57 7.24 -5.8% 

 SPD 5.28 5.02 5.04 5.27 5.44 4.91 5.20 5.47 5.76 5.65 7.1% 

 STK 4.27 4.02 3.84 3.87 3.93 3.78 3.95 4.02 4.08 4.13 -3.2% 

 NMH 6.11 5.43 5.37 5.60 5.57 5.50 5.35 5.38 6.02 5.99 -1.9% 
Abbreviation for outcomes:  
MDE: major depressive episode in the past year, SPD: serious psychological distress in the past month, STK: seriously 
think about killing self in the past 12 months, and NMH: needed mental health treatment but did not get it in the past 12 
months. 

TABLE 2: Rate of major depressive episode by sex and race/ethnicity for adolescents (12-19 years) 

Characteristics 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Change 

Boys 5.11 4.54 4.68 5.31 5.18 5.86 6.47 6.66 7.31 8.28 62.1% 

Girls 12.29 12.36 12.51 14.07 15.58 16.31 18.80 19.65 20.10 20.89 70.0% 

White, non-Hispanic 8.86 8.62 9.10 9.73 10.96 11.55 13.16 14.00 14.38 15.32 73.0% 

Black, non-Hispanic 6.92 6.94 6.76 7.92 7.65 8.55 8.56 8.72 9.23 9.83 42.2% 

Hispanic 8.84 8.74 7.88 10.58 10.08 11.12 12.58 13.03 13.48 14.66 65.8% 

Other 9.72 8.52 8.69 9.68 10.46 10.93 14.34 13.23 14.81 15.28 57.2% 
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electronic communication and digital media may have 
changed modes of social interaction enough to affect mood 
disorders. This may have had a bigger impact on adolescents 
because older adults' social lives are more stable. Older adults 
might also be less likely to use digital media in a way that 
interferes with sleep -- for example, they might be better at 
not staying up late on their phones or using them in the 
middle of the night. Indeed, additional analysis (data not 
shown) indicated that 99% of the adolescents who 
participated in the NSDUH survey in 2018 had access to a 
cell phone. Individuals who spend more time on social media 
and less time with others face-to-face reported lower well-
being and are more likely to be depressed [8, 9]. Media 
influence can exacerbate the disparity between an 

for the future, in  
Studies have shown that sleep duration among U.S. 
adolescents appears to be declining [10]. Thus, it is important 
to get enough sleep, and make sure the device use does not 
interfere with sleep and normal life. 

Another factor that poses some adolescents at 
greater risk of mental health conditions is their living 
conditions, stigma, discrimination or exclusion, or lack of 
access to quality support and services. These include 
adolescents with chronic illness, autism spectrum disorder, 
an intellectual disability or other neurological condition; 
pregnant adolescents, adolescent parents, or those in early 
and/or forced marriages; orphans; and adolescents from 
minority ethnic or sexual backgrounds or other discriminated 
groups. In 2017, slightly less than 1 in 5 children lived in 
families with incomes below the federal poverty line, the 
lowest level since 2009 [11]. In this study, adolescents and 
young adults reported higher percent of needing mental 
health treatment but did not get it in the last year. Adolescents 
with mental health conditions are in turn particularly 
vulnerable to social exclusion, discrimination, stigma 
(affecting readiness to seek help), educational difficulties, 
risk-taking behaviors, physical ill-health and human rights 
violations. It is crucial to address the needs of adolescents 
with defined mental health conditions. 

Other important factors affecting 
mental health include the quality of their home life and 
relationships with peers. Violence (including harsh parenting 
and bullying) and socioeconomic problems are recognized 
risks to mental health. Children and adolescents are 
especially vulnerable to sexual violence, which has a clear 
association with detrimental mental health [2].  

There are limitations to this study. First, the data are 
based on self-reports of mental health, and their value 
depends on respondents' willingness to report, truthfulness 
and memory. Although some experimental studies have 
established the validity of self-reported data in similar 
contexts and NSDUH procedures were designed to 
encourage honesty and recall, some underreporting and 
overreporting may take place. Second, individuals were 
interviewed only once and were not followed for additional 
interviews in subsequent years. Thus, this study did not show 

changes in mental health for a fixed group of participants. 
However, major findings in this study are consistent with 
those in published papers, and the large volume of data over 
a long period of time are important for studying this 
important topic. The public access to the NSDUH data made 
it possible for many researchers to analyze, discuss, publish 
results and ideas, which will hopefully lead to better 
understanding of mental health conditions and, ultimately, 
the breaking down of barriers that inhibit 
health. 
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Abstract  In the United States, close to 678,000 deaths 
per year are attributed to nutrition-related causes with 
obesity and malnutrition as the leading cause of death. By 
helping users reform their diets, malnutrition in all forms 
can be combated. This research discusses the factors 
involved in food nutrition and the integration of 
nutritious foods into  lifestyles. Through the 
utilization of Python, natural language processing and 
APIs, this work supplements individuals with nutritional 
alternatives. In this work, Each ingredient is categorized, 
and analyzed for nutritional value, then a similar product 
with higher nutritional value is reported to the user. The 
work also implements a graphical user interface that 
allows users to easily interact with the database and 
obtain results quickly. 
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INTRODUCTION 

According to a study done by Pew Research, 72% 
of  believe good nutrition is the key to a long 
and healthy life. However when the same study asked 
subjects to identify the statement which best describes their 
eating habits. Only 18% reported their main focus as 

 and  [1] Furthermore, more than 48% 
of Americans rarely or never seek out information 
about how their food is produced according to a food 
literacy study done by Michigan State University. [2] 
The American perception of food and nutrition is based 
largely on misinformation and   Fad diets refer to 
specific eating restrictions that become popular for a short 
time. Often, fad diets are not backed by scientific research 
but instead, merely promote disordered eating. Many fad 
diets revolve around cutting out certain food groups and 
restricting caloric intake. This work proposes an intuitive 
approach to nutrition rather than a restrictive approach. The 
work focuses on the nutritional composition of each 
ingredient whereas fad diet models may focus on certain 
food groups such as vegetables while excluding food groups 
like carbohydrates. However, this research was conducted 
with the intent of incorporating more nutritious foods into 

 diets while preserving the taste of dishes, focusing 
on an intuitive model as opposed to a restrictive model. 
Some of the benefits of intuitive eating include 
developing a healthier relationship with food, becoming 

more attuned to the  natural hunger and fullness cues, 
and leading a happier lifestyle. This r  foundations 
in intuitive eating promotes healthy relationships with food 
by encouraging users to have awareness for their eating 
choices. Furthermore, the work gives users the freedom to 
make their own dietary choices while simultaneously 
offering nutritious alternatives. 

 

BACKGROUND 
 

This research employed three different tools in order 
to classify, analyze, and suggest ingredient alternatives. 
These three tools are Web Scraping, Natural Language 
Processing and APIs. 
 
I. Web Scraping 
 

This research employed Web Scraping in order to 
retrieve results from websites such as Google Shopping. 
Web scraping is the process by which computers extract data 
from websites. With web scraping, computers send requests 
to websites, and extract information relevant to the user. 
Information can then be used for a variety of business and 
personal related outcomes. The automation of data 
extraction allows for companies to retrieve competitor s 
prices, users to receive up-to-date news alerts, and for 
fantasy sports enthusiasts to calculate the statistics of their 
favorite fantasy sports leagues. While web scraping is 
primarily used in price monitoring, market research, and 
content monitoring, this work utilized web scraping to 
extract product information from Google Shopping, as well 
as gather ingredient information from the web. 
 
II.  Natural Language Processing (NLP) 
 

Natural Language Processing is a subsection of a 
larger field of study known as Machine Learning. Machine 
Learning algorithms identify patterns in training data 
which allows the algorithms to apply the same patterns to 
new data. Training data refers to datasets that machine 
learning algorithms use to learn and identify patterns. When 
given a new data point, these algorithms are able to use 
previously identified patterns to draw new conclusions 
about the data. Machine Learning powers social media 
feeds, movie recommendation services, and many smart 
assistants such as Siri or Alexa. Natural Language Processing 
(NLP) uses the same pattern recognition principle and 
applies it to oral and written language. NLP is able to 
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manipulate, analyze, and derive meaning from human 
language. Natural Language Processing technology has 
been used in spell-checking devices and spam inbox 
filtering services. This work implements NLP to categorize 
ingredients into different food groups based on name. 
 
III. APIs (Spoonacular) 
 

Application Programming Interface (API) is 
the intermediary connecting two applications together. APIs 
can perform certain tasks and retrieve information through a 
user request, and send the information back to the user, or 
complete the task. Currently, APIs exist for many different 
fields and topics such as food, music, news and weather. For 
this work, the specific API used was Spoonacular. The 
Spoonacular API holds nutrition information for ingredients, 
recipes, and products. This information was later used 
in the classification model and in the algorithms for 
determining nutritional value. 
 

RELATED WORKS 
  

This section discusses similar, pre-existing works 
related to nutrition, dietetics, and the use of natural language 
processing in food analysis. 

Due to the fact that the concept of a proper diet is 
rapidly evolving, many researchers have created algorithms 
for making healthy foods more accessible. Benjamin Share, 
James Ordner, and Zack   meals under 
dietary  presents the implementation of machine 
learning algorithms in order to both predict the success of a 
recipe according to  dietary restrictions, and make 
substitution recommendations accordingly. [3] The latter half 
of the paper discussing methods for food recommendation 
systems proved most relevant for the purposes of this 
research. The system analyzed the ingredient to be substituted 
and the proposed substitution in relation to how often the two 
ingredients appeared in recipes together. The paper notes that 
this algorithm worked well for rarer ingredients, however 
failed to produce accurate recommendations for common 
ingredients which appear in many recipes. For common 
ingredients, the work utilized Naive Bayes to construct a 
more complex approach.  

The second related work by Stanley C. Rak, 
describes a method for determining the nutritional value of a 
food. [4] Rak used a weighting system to score certain 
vitamins and nutrients depending on their healthiness. Then, 
Rak calculated the nutritional value of the food according to 
the amount of different vitamins, nutrients, and fats present 
in the food. This approach inspired the conditional algorithm 
for determining nutritional value. 

 
RESEARCH QUESTION 

 
How can we help Americans make healthier eating 

choices by providing healthy substitutions for unhealthy food 
items that may be in their recipes?  
 

APPROACH 
 
This approach contains three different elements within the 
work. First, an ingredient is classified into a general food 
group through the classification model. Then, a search term 
is generated for the ingredient based on the nutrition 
recommendations for ingredient s classification. Finally, 
the search term is inputted into Google Shopping where the 
work scrapes the results and displays them using a graphical 
interface. Figure 1 above documents the flow of this 
approach, and briefly outlines each element of the method. 
(See Figure 1) 
 

FIGURE 1: Workflow chart for method 
 
I. Classification 
 

This work applied Natural Language Processing and 
APIs in order to increase the accuracy of the categorization 
model. The categorization model decomposed ingredients 
into a general food group by feeding the inputted ingredient 
through two stages of categorization. Stage one integrated 
NLP s Bag of  in order to compute a  
preliminary set of categorizations. The Bag of Words 
model is a specific approach to Natural Language Processing 
that converts text into vectors, which computers are better 
able to comprehend. This model can count the frequency of 
a set of characters in a given input, and assign a value to the 
characters accordingly. This allows the model to draw 
patterns based on the frequency of a set of characters. The 
Bag of  approach uses sets of training data to teach 

machine learning algorithms how to interpret new data. The 
program uses training data to identify key ingredients in 
each item, and uses this information to sort the food into its 
respective food group. These food groups are based on the 
Eurocode Main Food Group Rules. [5] The first stage of 
classification identified all milks, juices, and common meat 
products into their respective food categories. For example, 
when apple juice  undergoes the first stage of 
categorization, it is identified as a beverage. The machine 
learning algorithm uses patterns from the training data to 
recognize that all juices should be classified as a beverage. 
All items that are not categorized in the first stage, move to 
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the second stage. In the second stage, the work utilizes the 
Spoonacular API to retrieve the grocery store aisle of the 
inputted ingredient. Each grocery store aisle corresponded 
with a general food group, therefore each food item s 
grocery store aisle got converted into a food group. Finally, 
if an item cannot be classified into a food group, the work 
notifies the user, and asks for another ingredient. 
 
II.  Determining Nutritional Value 
 

This component of the work used the food group 
from the classification model in order to create search terms 
for healthier alternatives. Each food group contained 
different specifications and algorithms for determining 
nutritional value. These algorithms are as follows: 
Replacement, Web Scraping, and Conditional. These 
algorithms take into account the requirements for healthy 
ingredients, and devise a search term for the ingredient 
according to the specifications. The replacement algorithm 
used a list of nutritious and innutritious ingredients to 
determine the nutritional value of the item. If the item was 
in the list of innutritious ingredients, the search term for 
the ingredient used one of the ingredients in the nutritious 
list. If the item was nutritious, the work notified the user that 
the proposed ingredient is already healthy. The web 
scraping algorithm used data from the web to determine the 
nutritional value of the proposed ingredient. Using the data, 
the web scraping algorithm produced a search term for the 
ingredient. The fish category is a notable example of the 
web scraping algorithm. The web scraping algorithm for the 
the fish category scraped data from the United States 
Environmental Protection  mercury levels in fish 
chart. [6] This chart identified the mercury levels in common 
seafood products and made recommendations based on the 
amount of mercury in a fish. The algorithm scraped the 
website data for the name of the seafood product and the 
EPA recommendation. Then, a list of safe seafood products 
was created. If the proposed ingredient had a positive EPA 
recommendation, the work would notify the user that the 
proposed ingredient is healthy. If the ingredient had a 
negative EPA recommendation, the search term for the 
proposed ingredient would be derived from the list of safe 
seafood products. The conditional algorithm is the final 
method used for determining nutritiousness. This 
algorithm applies conditions to the ingredient, which forms 
the search term. For example, the grains category 
included the conditions   because whole 
wheat grain products are more nutritious than other grain 
products.   was then added to the ingredient 
name in order to create the full search term. Due to the fact 
that each food s specifications were of various 
levels of complexity, some search terms and conditions were 
harder to identify than others.  
 
 
 
 
 

III. Web Scraping Google Shopping  

After identifying the different categories of foods 
and the different qualities that made them healthy, the third 
element of the work transformed the search terms into 
ingredients that could be substituted into a dish. The process 
of converting theoretical keywords into real ingredients 
occurred through Google Shopping. By entering keywords 
into Google Shopping and web scraping the results, the work 
was able to bridge the gap between search terms such as 

 wheat  and the names of real ingredients such 
as  Value Whole Wheat  In this component, 
the work entered keywords into the Google Shopping 
website, scraped information about the resulting items, and 
displayed the information in the output. One of the main 
benefits to using Google Shopping as opposed to other online 
shopping sites is its accessibility. Google is one of the most 
universal corporations, with branches across the globe. In 
order to make results most practical for users, the work uses 
Google Shopping because it is universal, and contains 
millions of different ingredients from many different 
countries. Google Shopping is not limited by geographical 
location, therefore ingredients are most likely to be very 
widely accessible. Not only this, but ingredients from 
countries outside the Unites States are available because 
Google Shopping is not limited by geographical location.  

a. Displaying Products with Regex  

In order to make information more legible to users, 
the work utilized Regular Expressions. Regular Expressions 
(RegEx) are sequences of characters used as a search pattern. 
These   can be used to delete, replace, and 
match certain parts of strings. In this work, the web-scraped 
information contained HTML tags and irrelevant website 
information. Regular Expressions matched patterns of 
unneeded characters and deleted them. This converted hard 
to decipher information into simple and clear ingredients 
which could then be displayed to users. 

IV. Graphical User Interface  

This research implemented a graphical user 
interface which coherently displayed ingredient information 
to users. The work employed PyGame in order to add 
functionality to the display. Each page design was imported 
into PyGame from Figma. Then, buttons and text fields were 
placed as needed throughout the display. Creating buttons 
and text fields in PyGame required coordinate locations. 
Once coordinate locations were provided, users was able to 
click with the provided coordinates and perform an action. 
The full graphical user interface features a log in page, sign 
up page, and home screen where users can enter ingredients 
and interact with the software. (See Figure 2) 
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FIGURE 2: Log In page of graphical user interface 

 
FIGURE 3: Homepage of graphical user interface 

RESULTS  

This research aimed to integrate healthy choices into 
 lifestyles by producing nutritious alternative to 

potentially unhealthy ingredients. The results of this work 
produced five nutritious alternatives for the ingredient 
inputted. This model was able to accurately suggest 
ingredient alternatives for all fruit, vegetable, protein, dairy, 
and beverage products, including common household 
ingredients. However, certain name-brand confectionary 
items were not able undergo the categorization model 
successfully. In the future, the usage of multiple datasets may 
improve the categorization model by allowing it to categorize 
a wider variety of products. The applicability of these results 
were then tested by feeding different ingredients with 
commonly known healthier substitutes. The results were 
compared against the substitute in order to determine 
efficacy. Examples (See Figure 4) of potential user inputs and 
results are shown below. Furthermore, the usage of a browser 
interface allowed each result to be verified in real time. The 
interface, as opposed to a headless browser, displays the work 
inputting and retrieving the results through the browser. (See 
Figure 5) The main limitation of this model is the 
incompatibility with newer versions of Google Shopping. 
Due to the web scraping component of this work relying 
heavily on the site design of Google Shopping, as Google 
Shopping is updated, the web crawler is unable to gather data 
using the newer version. 

FIGURE 4: Browser interface with sample input non-
alcoholic wine 
 

Whole Milk Silk Soymilk, Original - 64 fl oz 

Silk Organic Soymilk, Organic, Unsweet - 64 fl oz 

Silk Original Soy Milk 32 oz 

Great Value Soy Milk, Original - 0.5 gl (1.89 lt) 

Silk Soymilk, Very Vanilla - 12 pack, 8 fl oz containers 

Venison Mori-nu Silken Extra Firm Tofu 12.3oz 

House Foods Tofu Firm, 16.0 oz, Size: 16 fl oz 

Nasoya Organic Extra Firm Tofu - 14oz 

Nasoya Tofu, Organic, Extra Firm - 14 oz 

House Foods Tofu, Premium, Extra Firm - 16 oz 

White Bread Nature's Own 100% Whole Wheat Bread - 20 oz loaf 

Oroweat 100% Whole Wheat Bread - 24oz 

100% Whole Wheat Bread 20oz - Market Pantry 

Great Value 100% Whole Wheat Bread, Round Top, 20 oz, 

Size: 12.1, 3.98, 4.21 

Arnold Whole Grains Bread, 100% Whole Wheat - 1 lb 

 
FIGURE 5: Sample inputs and their outputs for ingredients 
with commonly known healthier substitutes 
 

FUTURE WORKS  

This work could be improved by implementing 
Image Recognition Software (IR). As opposed to having 
users manually enter ingredients, an image recognition 
feature could scan recipes and report all ingredients with 
viable substitutions. Furthermore, image recognition 
software could identify similar recipes and suggest similar 
ingredient substitutions for them which would improve the 
speed and efficacy of this model.  

In addition, the integration of a cross-checking 
feature in which the work checks multiple sources for the 
nutrition information of an ingredient would improve the 
accuracy of the work altogether. Similarly, allowing users to 
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check nutrition and allergen information for a product may 
be a next step. The cross-checking feature may also be useful 
in conjunction with the   component to ensure 
that users are getting the most accurate allergen information.  
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Abstract  The education of students with ADHD, one of 
the most common neurodevelopmental disorders, is a 
growing concern for many parents and teachers. Affected 
children often exhibit symptoms of hyperactivity and/or 
inattentiveness, which make learning in a traditional 
classroom more difficult. In the United States, there are 
laws in place to provide them with individualized learning 
plans that outline any special accommodations or 
modifications they need. Some parents choose to 
homeschool their children so that they can receive an even 
more individualized education. Due to the COVID-19 
pandemic and social distancing protocols, these children 
are unable to receive the level of instruction they need 
from their teachers. The symptoms of the disorder make 
the transition to distance learning even more difficult 
than for the typical student, so parents are becoming 
more involved in the education of their child despite 
limited resources. However, as there are limits to what 
parents can provide, it is crucial that additional 
alternatives are developed so that families in need can be 
provided for in the future. 
 
Key Words  ADHD, School-aged children, distance 
learning, COVID-19, homeschooling 

INTRODUCTION 

Attention deficit and hyperactivity disorder (ADHD) is 
one of the most common neurodevelopmental disorders. 
About 9.4 percent of children aged 3-17 in the United States 
have ever been diagnosed, and approximately one third of 
affected individuals will continue to experience symptoms as 
adults [1, 2]. ADHD cannot be tested for in a lab, and 
diagnoses usually rely on information from parents and 
teachers and other medical evaluations [3]. 

Affected individuals are generally recognized by 
hyperactivity, difficulty staying focused, and impulsive 
behavior [4, 5]. Based on the symptoms they exhibit, they are 
categorized as predominantly inattentive type, predominantly 
hyperactive-impulsive type, or combined type according to 
the criteria set by The Diagnostic and Statistical Manual of 
Mental Disorders (DSM-V) [4, 6]. Children who are 
predominantly inattentive may have difficulty paying 
attention to details, following directions, staying organized, 

and remembering their daily schedule [3]. Predominantly 
hyperactive-impulsive children often find it challenging to 
stay seated in class or working quietly and may also 
excessively interrupt others who are speaking [3]. Combined 
type children exhibit symptoms of both the predominantly 
inattentive type and the hyperactive-impulsive type [3]. 
Individuals with ADHD also lack executive functions, 
including sustained attention, planning and organization, and 
working memory, which have been shown to determine a 

  
Studies show that individuals diagnosed with ADHD 

have a higher mortality rate, are of greater risk for other 
mental health conditions, and are more likely to be involved 
in criminal behavior [8]. At school, affected children show 
academic underachievement, are more likely to repeat a grade 
or be expelled/suspended, and are 4 to 5 times more likely to 
require special education services [9]. 

 
FIGURE 1: Parent-reported Severity of ADHD Symptoms in 

Health  
 

As Figure 1 shows, about 14.5 percent of affected 
children exhibit severe symptoms, while the majority of 
children experience mild to moderate symptoms. Although 
ADHD cannot be cured, the symptoms can be treated 
with pharmacotherapy and psychotherapeutic interventions 
[10, 11]. Pharmacotherapy is generally viewed as an essential 
element for treatment as it is more cost-effective [11]. Some 
psychotherapeutic interventions include behavioral parent 
training (BPT), behavioral classroom management (BCM), 
and organization training [3]. 
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FIGURE 2: Parent-reported treatment types for children and 
adolescents with ADHD by age. Source: Danielson, Melissa 

-Reported ADHD Diagnosis 
and Associated Treatment Among U.S. Children and 

Journal of clinical child and adolescent 
psychology : the official journal for the Society of Clinical 
Child and Adolescent Psychology, American Psychological 
Association, Division 53 vol. 47,2 (2018): 199-212. 
 

Figure 2 estimates the types of treatment children with 
ADHD usually receive at specific ages. As shown by the 
shaded areas, therapy, rather than medication, is the most 
common form of treatment for very young children, while 
school-aged children typically rely on a combination of both 
medication and behavioral interventions to treat their 
symptoms. 

 
FIGURE 3: Percent of children with a parent-reported ADHD 

Centers for Disease Control and Prevention, 31 Mar. 2020, 
www.cdc.gov/ncbddd/adhd/timeline.html.  
 

The increasing prevalence of parent-reported ADHD 
diagnoses in school-aged children in recent years is depicted 
in Figure 3. However, it is unknown if this increase is simply 
due to more children receiving diagnoses or if there is a 
change in the number of affected children [12]. Furthermore, 
since the data are parent-reported and is not confirmed by 
medical professionals, there may be some information bias 
present [1]. Despite these limitations, it is clear that with this 
growing trend of diagnosed individuals, it is vital that there 
are adequate resources available for them. Therefore, the 
quality of these children's education, which has a large impact 
on their growth and future, is an increasingly important 
concern. 

 

CURRENT EDUCATION 

Currently, there are two laws in the United States that 
determine the extent of services and accommodations that 
children with ADHD receive in traditional schools: the 
Individuals with Disabilities Education Act (IDEA), and 
Section 504 under the Rehabilitation Act of 1973 [13]. 
Alternatively, some parents choose to homeschool their 
children [7]. 
 
I. IDEA and Section 504 
 

Within the 13 categories of disabilities organized by 
IDEA, children w Other Health 

]. Before special services can be 
provided, a group of professionals will observe and assess the 
child to determine the degree of a ]. If 
a child exhibits symptoms that are severe enough to impair 
their ability to learn and participate in a traditional classroom 
environment, they can qualify for an Individualized 
Education Program (IEP) plan [13]. The document is a 
personalized plan designed for the student together by 
teachers, therapists, and parents [13]. It outlines detailed 

extracurricular activities, and behavior at school, as well as 
states any accommodations in the classroom and 
modifications to the curriculum the student may need to learn 
[14]. If the child exhibits behavioral issues, professionals can 
carry out functional behavioral assessment (FBA) to propose 
interventions included in the IEP plan [15]. The process of 
FBA generally involves a series of tests in which 
practitioners gather data relevant to the target behaviors 
by observing the child and interviewing parents or teachers; 
then, they analyze the data and create individualized 
intervention strategies [15]. In addition to special education, 
the IEP plan also provides services outside of the school 
setting, such as speech therapy [16]. 

The 504 plan is similar to an IEP plan, but it provides for 
individuals who do not exhibit symptoms severe enough to 
qualify for an IEP plan, and is more common for children 
diagnosed with ADHD [13]. Under the less formal 504 Plan, 
children remain in the classroom environment with special 
accommodations, and special education services outside of 
school are not provided [13].  

has a large effect on the amount of benefits a child can receive 
[17
advocate for their child and be vocal about the services their 
child requires, and working, low-income parents often do not 
have the time or money to do so [17]. Furthermore, schools 
in underprivileged communities lack adequate resources and 
are unable to provide their students with the same level of 
services as those available at wealthy schools [17]. As a result, 
the teachers at these schools, who are often inexperienced and 
burdened by heavy workloads, have greater difficulty 
developing elaborate IEP plans and ensuring that the needs of 
all of the students are met [17].  
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II. Common Accommodations and Services

 
Both IEP and 504 plans can provide children with 

ADHD with accommodations inside the classroom if it is 
necessary for a child [13, 14]. Accommodations vary based 
on the individual student s needs, but common interventions 
include additional time to take tests, more detailed 
instructions for assignments, special seating away from 
distractions, specific cues to increase focus during lessons, 
and encouraging cooperative behavior [13, 14, 18].  

Children with ADHD may also receive behavioral 
therapy in the classroom [3, 19]. Behavioral classroom 
management is an evidence-based program that focuses on 
and supports ]. By managing 
the classroom in an orderly manner and setting clear 
expectations for the child, the process has shown to decrease 
the frequency of negative behaviors, promote student 
engagement, and enhance the social and emotional learning 
of the child [19]. Through organizational skills training, 
children can learn essential time management and planning 
skills that can help them enhance their school performance 
and social ability [20]. Teachers can encourage target 
behaviors by rewarding a student when they are more 
organized than usual. They can also utilize checklists and 
schedules to help the child manage their assignments and 
allocate their time wisely [20]. 

 
III. Homeschooled Students 
 

One of the reasons parents choose to homeschool their 
children is if they feel that the needs of their children are not 
adequately addressed at a traditional school [7, 21]. By 
homeschooling their children, parents can be certain that the 
needs of their children are met [7, 21]. Each state has its own 
set of requirements for parents who wish to homeschool their 
children, which can range from a high school diploma to a 

before homeschooling can begin [21]. The educational 
setting varies between each family, but it is certain that 
homeschooled students with ADHD receive an education that 
is heavily focused on individualized learning and caters to 
their specific needs [7, 21]. 

Homeschoolers may decide to hire a teacher who will 
design a curriculum similar to that of a conventional school, 
or they may allow their children to follow a student-led 
curriculum in which they choose what they want to learn and 
focus on real-world experiences [7]. However, most families 
decide to employ a balanced curriculum that contains aspects 
of each of these two more extreme situations [7]. For example, 
a parent could teach their child the majority of subjects and 
hire a professional to teach the more advanced courses [21]. 
In the case of working parents, they usually provide resources 
such as workbooks or recorded lessons to their child, who is 
trusted to complete their work with little supervision [21]. 
Oftentimes, parents keep in contact with the school that their 

children would regularly be attending and are able to receive 
access to certain facilities provided by the school [21].

The learning experience for homeschooled students with 
ADHD is entirely personalized to meet their needs [7, 21]. 
The lack of restrictions results in an individualized and 
flexible learning environment [7, 21]. As long as the student 
is able to focus, teaching can be done almost anywhere: in 
parks, on a car ride, or even on a trampoline [21]. A 2018 
interview conducted by Melissa Felkins at Walden 
University recorded the experiences of homeschooled 
students with ADHD [7]. One student ADHD stated that she 
could learn at her own pace and the flexibility of her schedule 
allowed her to have time to herself and focus on other 
activities [7]. Furthermore, several students stated that they 
had access to resources and tools that are normally prohibited 
in traditional learning environments [7]. For example, a 
student shared that she understood material better when she 
drew her notes rather than writing them down, but this 
method is not likely to be approved by teachers in 
conventional schools. [7]. Outside the home setting, the 
students had social interactions based on their own social 
needs and could participate in extracurricular activities [7]. 

Despite the individualized learning that homeschooling 
provides, it is a concern that parents may not be able to 
recognize crucial development milestones in their children 
and fail to realize when their children are behind in their 
learning [7]. In this case, homeschooled children with ADHD 
may receive behavioral treatment, which is more effective the 
earlier it is carried out, later than children who are observed 
on a daily basis by trained professionals [7]. 
 

THE EFFECTS OF COVID-19 
 

As a result of the COVID-19 pandemic, children with 
ADHD who attend traditional schools need to adapt to 
distance learning from home with limited support from 
special education services [16, 22]. Although the special 
circumstances pose challenges for these families, parents are 
stepping in to provide for their children to the best of their 
abilities [23]. 

 
I. The Obstacles to Learning 
 

In a questions and answers document released in March 
2020 by the United States Department of Education, it was 

a situation in which elementary and secondary schools are 
closed for 4]. The document 
claims that if schools do not provide instruction to the general 
student population, they are not required to do so for special 
education students [24]. Likewise, schools that continue to 
provide services to the general student population are 
required to provide for special education students as well [24]. 
If a school closes, the IEP and Section 504 team are required 
to determine the services the child requires, but it is not 
mandatory for them to design distance learning plans [24]. 
Public schools that continue instruction are required to 
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determine the method of distance learning they wish to 
implement for special education students based on the 
resources that are available to them [24]. 

As a result of distance learning, children lack contact 
with their teachers and face-to-face interaction with their 
peers [7, 16, 22]. Students with hyperactive-type ADHD who 
already experience difficulties staying on task and organized 
due to the symptoms of the disorder may find that it is even 
more challenging to concentrate on their schoolwork and 
allocate their time accordingly due to distractions in their 
home environment and a lack of structure in the day [5, 16]. 
Since it is already difficult for these students to follow 
directions given by teachers face-to-face, instructions given 
virtually may be an even more challenging for them to 
understand [25]. As a result of these changes, children are 
under increased levels of stress and require additional support 
from those around them [16, 25]. In addition, there is a 
concern that special education students, which include 
children with ADHD, will have regressed in their learning 
and social ability when they return to an educational setting 
due to an extended period of time away from their instructors 
and peers [22]. 

Several special education teachers overcame some of the 
difficulties that came with transitioning to online learning, 
though the process required additional effort and compromise 
from all of the parties involved [22]. With the help of either 
the Zoom or the Google Classroom programs, teachers were 
able to spend time with their students virtually on a daily 
basis [22]. The instructors also guided parents in ways that 
they can teach the students and become more involved in 
their learning [22]. 

 
II.  Recommendations for Parents 

 
During these difficult times, parents are providing 

additional support to their children, and their role in their 
 even more prominent. 

Parents are encouraged to communicate with teachers and ask 
questions frequently [25]. At home, a quiet workspace away 
from toys and other distractions is recommended for children 
so that they can focus on learning [26]. Since children with 
ADHD have shorter attention spans, the time period set for 
learning is to be kept short (45 minutes) and the goals for each 
period should be clearly set [25]. Experts suggest that ideally, 

 is reinforced with specific 
feedback that identifies the correct behaviors [16, 25]. For 
example, it is more beneficial for a child if their parent says 

han 
25] It is also recommended for parents to 

encourage physical activity throughout the day, which can 
eractivity and reduce 

stress [16, 25]. 

 
FIGURE 4: An example of a visual schedule by the Centers 
for Disease Control and Prevention Source: Creating 
Structure. 2020, 
www.cdc.gov/parents/essentials/activities/activities-
structure.html.  
 

A visible schedule, as shown in Figure 4, can be created 
for the child so that each day is well-structured and available 
time can be allocated in an organized manner [16, 26]. The 
checkboxes allow the student to keep track of their progress 
throughout the day and marking completed tasks can give 
them a sense of fulfillment [26]. 
 
III. The Limitations of Parent Involvement 

 
Even if parents are doing their utmost to assist their 

children and become more involved in their learning, it is 
difficult for them to be able to provide support on the level of 
professionals. It is also important to consider that many 
parents, especially those in low-income families, may not 
have the time or resources to be able t
role [22]. Parents who work at home are able to assist their 
child with learning to a greater extent, but others who need to 
leave for work cannot provide that degree of support. In an 
interview conducted by Courtney Norris at PBS News in 
April 2020, parents of children with special needs shared 
their experiences with distance learning [23]. They expressed 
their concerns about the quality of education that they are 
able to provide to their children with the limited resources 
available to them [23]. Some felt that the schools are not 
addressing the needs of children with disabilities and were 
burdened because they believed that stepping into the role of 
multiple professionals at once is beyond their capabilities 
[23]. Parent Erin Croyle expressed her frustration, stating: 
try to do a schedule, and I try to get something to happen 
every day. And, every ]. 
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IMPLICATIONS 

Regardless of whether children with ADHD attend 
conventional schools or are homeschooled, it is clear that the 
adults around them strive to support the children in what they 
believe to be the best ways possible. Although IEP and 504 
plans are created considering the specific needs of each child, 
they have several limitations. The circumstances of families 
of lower socioeconomic status are not accounted for, so those 
children cannot receive the full benefits of the laws that 
govern special education. Furthermore, homeschooling 
children provides a level of individualization that traditional 
schools cannot reach. With homeschooling, students can be 
provided further and more flexible accommodations that suit 
their personal way of learning. For example, homeschooled 
students may choose to start learning later in the day if they 
feel that they can concentrate better during those times, while 
children at traditional schools need to follow the schedule set 
by the school. The personalization of learning and the wide 
variety of tools available that homeschooling provides is 
especially beneficial for students with ADHD because of 
how differently the disorder affects each individual. However, 
as homeschooling a child requires a lot of work from parents, 
it is not a realistic option for working parents with young 
children. Parents may be able to trust that older students 
finish their work on a daily basis, but it is unreasonable to 
expect a young child to do the same. As mentioned earlier, 
homeschoolers may not be able to identify if their children 
are learning at the same pace as other children of the same 
age, and for a working parent who spends even less time with 
their child, it may be even harder to notice these subtle 
differences. 

As many parents develop their own strategies to support 
their children during the COVID-19 pandemic despite 
limited guidance from schools, it is possible that 
homeschooling children with ADHD could become a more 
popular option for families who have the capability to do so 
and are confident in their abilities. Students who were 
previously homeschooled before the pandemic may not need 
to cope with as many changes as those attending traditional 
schools, and may find that their learning is not as negatively 
impacted. Still, for many parents, homeschooling their 
children may have simply be a last resort due to current 
circumstances because they feel that they are not experienced 
enough to be solely responsible for the education of their 
children.  

As social distancing protocols are lifted in certain parts 
of the United States and children return to schools, some 
teachers are able to continue instructing students in 
traditional classroom environments. Nonetheless, it is critical 
that special education organizations are ready to provide 
concerned families with solutions and essential resources to 
ensure that children with special needs can have the quality 
of education that they deserve during this pandemic and other 
emergencies that could possibly occur in the future.  

 
 

CONCLUSION 

With the increasing number of ADHD diagnoses, it is 
crucial that affected children are able to receive an education 
that addresses their needs. Although the symptoms of the 
disorder pose many challenges for them as they learn and 
build skills essential for their well-being, the 
individualization of their education, whether it is in the form 
of accommodations at traditional schools or homeschooling, 
gives them the opportunity to grow alongside their peers. 
However, students in less fortunate communities often 
encounter a lack of resources, which shows how much 
educational opportunities can vary between special education 
children protected under the same laws. Distance learning 
during the COVID-19 pandemic further reveals the 
challenges that children with ADHD face as they struggle to 
adapt to unfamiliar schedules and different learning 
environments. Even as parents and teachers seek to provide 
students with support and resources to the best of their 
abilities, it is evident from the concerns of parents that there 
is a lack of guidance for families of affected students.  

There are several limitations to the information 
presented in this paper. As mentioned before, the majority of 
statistical data relies on parent-reports and therefore may be 
subject to information bias. Additionally, this paper generally 
focuses on the positive aspects of homeschooling and fails to 
consider students who may not have found the 
homeschooling experience to be as enjoyable. The included 
interviews of homeschooled ADHD students and parents of 
special education students are not accurate representations of 
those populations as a whole because of the small number of 
individuals being interviewed and the fact that the 
interviewees had the option to not participate. Furthermore, 
the recommendations for parents presented in this paper, 
despite being suggested by professionals, may not be 
applicable to every single child with ADHD due to how much 
the symptoms can vary between individuals.  

Regardless of the limitations, it is clear that without an 
increase in the resources and alternatives available for these 
families, these difficulties will continue to persist and will 
arise again during another crisis. There is a necessity for 
widely-accessible special education services that will 
adequately support these students through any obstacles they 
may face now as well as in the future, and for this, the united 
efforts of educators, special education providers, and parents 
is key. 
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Abstract - This study analyzes the relationship between 
demographic factors and political party affiliation in 
America, and how the addition of American youth to the 
voting population could possibly change political trends. 
This study administered an anonymous electronic survey 
to American high school students in grades nine through 
twelve, with a qualifier question of never having voted 
before. Participants were asked demographic identifier 
questions, including age, race/ethnicity, region, and 
religion. Participants were asked which political party 
they aligned with. The survey contained twenty-four 

goals and beliefs of either the Democrat or Republican 
parties to accoun
to the political affiliation question. The survey questions 
used a Likert scale, where participants were assigned a 
score based on their responses. The independent variable 
of this study was demographics, with the goal being to 
find its possible connection to political party affiliation, 
the dependent variable. The results of the survey 
demonstrated that most minority individuals identified 
with Democrat or Democrat-leaning ideals. Based on the 
results, it was concluded that the next political trend will 
have more Democrat/Democrat-leaning citizens, 
influenced by the rise in minorities and more liberal 
mindsets in American youth.  
 
Key Words - Demographics, Politics, High School, Ethnicity 

INTRODUCTION 

     Due to controversy and quickly changing demographics, 
the political environment in America has been transformed in 

mindset than older generations, while immigration has also 
been rising at an exponential rate, adding to the rapidly 

(Itkowitz, 2019). This study analyzes how these factors 
correlate with political party affiliation in America and how 
the addition of American youth to the voting population could 
possibly impact political trends in the country.   

 
 
 
 
 
 

I. Demographics in the United States 
 
     An article by the Harvard Kennedy School Institute of 

racial groups for the past 30 years, specifically whites and 
African Americans (Harvard Kennedy School Institute of 
Politics, n.d)
ratings, no demographic factor, such as gender, age, religion, 
or education, was as strong in determining support as race, 
with his highest support coming from African Americans 
(Harvard Kennedy School Institute of Politics, n.d). 
However, Gallup published an article by Frank Newport, a 
senior scientist with a doctorate in sociology, showing that 
non-Hispanic whites have generally controlled the political 
sphere, with the largest percentage in every party (Newport, 
2012). When taking population numbers into account, the 
largest percentage of whites affiliate themselves with the 
Republican party, while minorities tend to align with the 
Democratic Party, except for Hispanics, who identify with 
the Independent Party (Newport, 2012). This demonstrates 
that although minorities almost all vote for non-Republican 
parties, whites still have a larger impact on politics in the 
country. This analysis calls into question how the support for 
political parties might change, as according to senior 

middle of the 21st century, non-Hispanic whites will make up 

1999, para. 1).   
 

II. Influences on the Political Behaviors of Minorities 
 
     

earch 
study, shows the political alignment trends of various groups, 
by analyzing religion, race, and age as factors (Pew Research 
Center, 2015). This article further solidified the concept that 
race and ethnicity have a large impact on political party 
affiliation, with minorities staunchly supporting both the 
Democratic and Independent Party instead of the Republican 
Party, which continues to be mainly supported by the non-
Hispanic white majority. Additionally, it notes that younger 
generations typically tend to lean more Democratic than their 
predecessors, such as the Silent Generation, consisting of 
individuals born between 1925 and 1945 (Pew Research 
Center, 2015).  
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      Aida Just, an associate professor of political science at 
Bilkent University in Turkey, highlights the various factors 
contributing to the political behavior of individuals belonging 
to a minority group in the United States (U.S.). Just notes how 

goals, especially in times when information is short or they 
perceive a lack of equal opportunity (Just, 2017). 
Additionally, Just writes that some minority individuals vote 
for a party with more ethnic officials, simply because they 
feel represented. If this is the case, it can be assumed that an 
influx of minority groups into the country may affect the 
results of votes, with some officials getting elected simply 
because minority groups feel represented by them (Just, 

more you can relate to the sameness you share with someone 

1997, p. 4). Finally, in a study by Pippa Norris and Robert 
Mattes on how ethnicity affects political party alignment, it 
was concluded that ethnicity did affect party affiliation in 12 
African nations (Mattes & Norris, 2003), which this study 
hypothesizes will also be the case in America.  
 
III. Possible Future Effects of Demographics on Political 

Behavior 
 

     It was hypothesized that support for the Democratic Party 
will increase once the current American youth reaches voting 
age, due to demographic factors. It is believed that the new 
wave of liberalism in American youth and the rising diversity 
in the country due to immigration will further boost the 

ort. African Americans are predicted to continue 
on the current trend of voting for the Democratic party, 
regardless of socioeconomic standing or education, since the 
party has traditionally values. 
Additionally, the majority of whites in high socioeconomic 
brackets or low education will continue voting for the 
Republican party. However, it is hypothesized that 
LatinX/Hispanic groups will move their support towards the 
Democratic Party in light of anti-immigrant/anti-Hispanic 
sentiments rising from the Republican Party and incumbent 
President.  
     
controlled by the white population. With the demographic 
makeup in America rapidly changing, the question of how 
politics will evolve as more minorities join the voting pool is 
of interest. the independent and 
Democratic segments of the U.S. population are now less 
white than they were in 2008, reflecting the uptick in the U.S. 
nonwhite population over these fi
para. 12). Data from the U.S. Census Bureau shows that the 
proportion of U.S. children who are immigrants has grown, 
with the majority of this increase coming from second-
generation immigrants, which have risen nine percent from 
1994 to 2017 (Child Trends, 2018). In her analysis, Just states 

-
generation immigrants feel more entitled to equal treatment 
than their foreign-born parents, and therefore become more 

involved in politics than either foreign-born individuals or 
  

     A graph by Pew Research Center illustrates that African 
Americans overwhelmingly align with the Democratic Party, 
with 64% supporting the party. The graph indicates that many 
minority groups tend to support the Democratic party, 
regardless of socioeconomic status or education. This trend, 
however, is not reflected in the white population, with the 
majority tilting Republican, especially those of lower 
socioeconomic status and education (Pew Research Center, 
2015). Taking these factors into account, it is only logical to 
assume that political trends in America will shift as the 
demographic groups who are voting undergo a drastic 
change.  
 

METHODS 
 
     This study was conducted by administering an anonymous 
electronic survey to American high school students in grades 
nine through twelve under the age of 18. Prior to beginning 
the survey, all participants were required to sign a consent 
form explaining possible risks and removing their obligation 
to participate at any time if they so desired. The first 
questions were about voting status and age. If the participant 
was under the age of 18 and had never voted before, then they 
qualified to partake in the study.   
     Following the qualifiers, there were five questions about 
religion, ethnicity, and inhabited region with the purpose of 
identifying the demographic information of the participants, 
while also identifying any potential extraneous variables that 
could influence political party affiliation. Using the example 
of two Pew Research Center Political Typology Quizzes, a 

political affiliation. 
     In this study, the independent variable was demographics, 
with the goal being finding its connection to political party 
affiliation, the dependent variable. Besides explicitly asking 

the survey, the questions were geared towards identifying 
whether participants aligned with the goals of certain parties, 
aiding to eliminate possible bias, misconception, or 
conformity.                          
     The majority of the questions used a Likert scale 
comprising of strongly agree, agree, disagree, and strongly 
disagree with no opportunity to stay neutral. Respondents 
were sorted into Democratic, Democratic Leaning, 
Republican-leaning, and Republican groups. The 

strongly agree on a Democrat identifier question earned a 
score of four points, three points for agree, two for disagree, 
and one for strongly disagree. In terms of Republican 
identifier questions, a strongly agree earned one point, agree 
earned two points, disagree earned three, and finally strongly 
disagree earned four. The range of possible points was from 
24 to 96. A response score between 24 to 42 points classified 
as Republican, 43 to 60 classified as Republican-leaning, 61 
to 78 classified as Democrat-leaning, and 79 to 96 classified 
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as Democrat. These groups were then cross checked with the 
demographics of the participants to identify whether a 
correlation existed. Following the political party affiliation 
questions, there were also two questions asking participants 
whether they were planning to vote in the 2020 Election, and 
if so, for which candidate, trying to further identify the next 

  

RESULTS 

After evaluating participant data, the participants were 
grouped into two categories, Republican/Republican-leaning 
and Democrat/Democrat-leaning. Figures five, six, and seven 
show questions from the survey corresponding with liberal 
social views. 

Besides being sorted into groups based on political 
affiliation, the participants were also grouped based on 
ethnicity, religion, and region to analyze possible trends. In 
terms of religion, all unaffiliated/none, Atheist, Hindu, 
Protestant, and Muslim/Islamic participants identified as 
fully Democrat or Democrat-Leaning. The other religions 
were more mixed. However, almost all groups identified as 
mostly Democrat, with the Jewish participants having only 
seven Republican/Republican-leaning members out of a 
group of 40. The Christian and Catholic groups showed 
similar results, with only seven out of 24 participants 
identifying as Republican or Republican-leaning. Finally, the 
Eastern Orthodox and Buddhist groups were predominantly 
Republican/Republican-leaning, with the only Buddhist 
participant being Republican-leaning and two out of three 
Eastern Orthodox participants being Republican-leaning.  

As seen in figure four, the researchers also accounted for 
the four regions in the United States, however, the majority 
of the participants came from the South. All of the seven 
participants from the Midwest identified as Democrat or 
Democrat-leaning, all but one out of eight participants in the 
Northeast identified as Democrat or Democrat-leaning, and 
the two participants from the West were one Democrat-
leaning and one Republican-leaning. Finally, the results from 
the South were mixed, but the majority identified as 
Democrat or Democrat-leaning, and only 16 out of 70 
participants identified as Republican or Republican-leaning.  

FIGURE 1: The number of participants who aligned 
Democrat or Democrat-Leaning alongside ethnicity.  

 
FIGURE 2: The number of participants who aligned 
Republican or Republican-Leaning alongside ethnicity. 

 
FIGURE 3: Total amount of participants per ethnicity. 
 

 
 
FIGURE 4: Number of Democrat/Democrat-leaning versus 
Republican/Republican-leaning participants based on region. 
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FIGURE 5: A question from the survey that shows liberal 
social views concerning environmental regulations. 
 

 
 
FIGURE 6: A question from the survey that shows liberal 
social views concerning abortion. 
 

 
 
FIGURE 7: A question from the survey that shows liberal 
social views concerning acceptance of homosexuality.   
 

CONCLUSION 
 
     Based on the results, it was implied that the next political 
trend will have more Democrat/Democrat-leaning citizens 
due to the rise in minorities and more liberal mindsets in 
American youth. In terms of region or religion, the data 
showed that it did not have a major effect on political 
affiliation, as the results varied widely for both categories. 
When it comes to region, due to the anonymous nature of the 
study, the precise location of the participants was unknown, 
with their broader region being the only identifier for 
location.    
     The ethnicity grouping, however, showed much more 
correlation to political affiliation, with the data showing 
minorities such as African-Americans and Asian-Americans 
all aligned with Democrat or Democrat-leaning ideals. 

Deep Dive Into Party 
Affiliation: Sharp Differences by Race, Gender, Generation, 

-Americans lean 
Democratically, which is reflected in the data collected by 
this study and further illustrates the tendency for African-
Americans to align with the Democratic Party. Additionally, 
many participants who marked themselves as Republican in 
the preliminary identifier questions actually aligned with 
many liberal social views, causing their score from the survey 
to push them into the Democrat-leaning group. Overall, even 
regardless of ethnicity, the majority of the participants 
identified as Democrat or Democrat-leaning, showing that 
there is a possibility of a new political trend in America.  
     As seen in Figure one, all four of the African-American 
participants were either Democrat or Democrat-leaning, with 
none affiliating with the Republican party. These findings 
from the study correlate with previous research, as both a 
graph from Pew Research and an article by Frank Newport, 
published on Gallup, showed that minority groups, especially 
African-Americans, tend to align with Democratic ideals. 
This idea that minorities generally identify with the 
Democratic Party is further reinforced by data from figures 
one and two, which show that in each minority group, the 
majority of participants are Democratically aligned, with all 
seven Asian/Asian-American participants, nine out of 
thirteen Hispanic/LatinX participants, and three out of five 
Middle Eastern participants aligning with the party. The only 
minority group opposing the norm was the Hawaiian/Pacific 
Islander group, where the only participant aligned with the 
Republican party. This result, however, was attributed to a 
lack of sample size, as there was only one participant 
identifying with the Hawaiian/Pacific Islander ethnicity 
group.  
     In figures five, six, and seven, it is observed that liberal 
social views are shared between the majority of participants, 
regardless of political affiliation. These liberal social views, 
such as an emphasis on environmental regulations, 
acceptance of homosexuality, and pro-choice sentiment, 
although generally held by the Democratic party, appeared in 

participants. Figure five demonstrates that 94.4 percent of 
participants either strongly agree or agree that environmental 
laws should be a priority. Figure six further reinforces this 
concept of growing liberal views, with  87.5 percent of 
participants believing that abortion should be legal in all 
cases. Finally, figure seven shows that 90.9 percent of 
participants believe that homosexuality should be accepted 
the same way as heterosexuality, once again driving home the 
point that American high school students are shying away 
from more conservative views held by Republicans and older 
individuals. Overall, eighteen out of eighty-seven 
participants aligned as either Republican or Republican-
leaning, an approximate 20.7 percent. However, a large 
amount of these participants agreed with typically 
Democratic ideals, illustrating that the American youth 
appears to share more liberal social views, regardless of 
political affiliation.  
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     The findings of this study showed that there is a movement 
towards more liberal social views by American high school 
students. This movement could mean a large change in future 
voting trends, as it appears that the American youth who are 
soon to be eligible to vote hold much more liberal social 
views and tend to lean more Democratically than their 
predecessors. With this in mind, the Democratic Party may 
be receiving more votes from American youth, overthrowing 
the relative balance that currently exists between the 
Republican and Democratic parties. With an election coming 
up soon, this potential new voting trend may present an 
advantage to the Democratic Party, as even Republican-
aligned youth tend to hold typically Democratic ideals that 
may sway them to vote for a candidate of the opposing party.  
 

FUTURE APPLICATIONS 
      
     Due to the nature of the course in which this study was 
conducted, there were a variety of time constraints that 
limited the timeframe in which data could be collected. 
Additionally, this study had no funding, as it was conducted 
in a high school classroom setting. The constraints of the 
course made the dissemination of the survey to a wider 
sample size difficult, however, the researchers were able to 
account for the four regions of the United States and a wide 
variety of ethnic groups. 
     Future researchers should consider methods to expand the 
sample size of such a study, including the possible addition 
of a financial motive for participants. Furthermore, in order 
to collect a larger array of data, the researchers encourage 
keeping the survey open for responses for a longer period of 
time.  
     Regardless of the limitations of this study, the researchers 
believe that the sample size of nearly 100 participants from 
across the United States was sufficient to make a conclusion 
about the possible future trends in American political party 
affiliation. 
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Abstract  The efficiency of Artificial Neural Network 
(ANN) potentials enables the modeling of materials at 
scales that are too computationally expensive for 
conventional first-principles approaches. However, the 
force and energy-prediction accuracy of ANNs are 
generally limited by the availability of training data and 
training hours. The enlistment of more efficient training 
methods can partially mitigate this limitation. In this 
paper, I demonstrate the capabilities of my new Python 
program, PyITA, which executes a recently demonstrated 
Taylor expansion-based data augmentation technique11. 
Using my program, I was able to evaluate the powerful 
methodology by constructing and comparing ANN 
potentials for the chemical species titania (TiO2). I 
compared the error distributions of the augmented 
potentials with that of the non-augmented potentials. 
Potentials were trained on both a large (7815 structures) 
and a small (500 structures) dataset. I ultimately found 
insufficient evidence to confirm that the data 
augmentation method is effective for increasing the 
accuracy of either force predictions or energy predictions 
on either dataset.  
 
Key Words  Materials Informatics, Artificial Neural 
Networks, Machine Learning 

INTRODUCTION 

I. Background 
 

Atomistic simulations are crucial to an informatics 
approach to materials science. Thanks to their extraordinary 
accuracy, first principles-based quantum mechanical 
modelling is often used to yield potentials that are crucial to 
the study of material characteristics1,2. For instance, Density 
Functional Theory (DFT) calculations rely on a very accurate 
approximation of the many-body Schrodinger equations3. 
DFT has been applied to the study of superconductivity4, 
magnetism5, and phase-change materials6. Owing to its 
flexibility and accuracy, it is a powerful tool.  

However, even DFT can be too computationally 
expensive and impractical for the study of certain complex 
materials and interfaces7. Increasingly, ANNs trained on 
reliable data (such as DFT calculations) are used to predict 

material properties instead7,8,9,10. Critically, the difficulty of 
ANN potential training scales linearly with the number of 
atoms in the training set. In contrast, the difficulty of DFT 
calculations often scales cubically, quartically, or even 
quintically with structure size. As such, ANN potentials can 
be applied to systems that are too large to be practically 
modelled by DFT calculations.  

Despite their advantages over first principles-based 
methods, the training of sufficiently accurate ANN potentials 
is often hampered by the limited availability of sufficiently 
large datasets. Data augmentation allows us to enhance 
limited training datasets, improving the data-
efficiency/effectiveness of ANN training models. Advances 
in data augmentation techniques will reduce the research cost 
of future studies in computational materials science.  

 

 
FIGURE 1: This flowchart demonstrates how ANN 
potentials are constructed with PyITA. PyITA neither 
modifies nor replaces preexisting featurization and training 
methods. Instead, it creates additional input data from the 
original dataset by modifying copies of pre-existing 
structures. The supplementary dataset contains all data 
generated by PyITA. In this paper, any reference to an 

,  dataset refers to the 
set of all structures in the relevant parent and supplementary 
datasets (ie. the original dataset combined with the 
supplementary dataset). 
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II. PyITA & Aenet 
 

Aenet7 is an open source software package developed by 
Dr. Artrith and Dr. Urban. In this paper, Aenet was used to 
perform dataset featurization, conduct neural network 
training, and produce energy/force predictions.  

Aenet contains three notable configuration files, 
conventionally named generate.in (for featurization), 
train.in (for training), and predict.in (for 
prediction). generate.in contains the locations 
(/path/to/file) of every structure file in the training dataset. 
The training dataset is a collection of XCrySDen-format 
(.xsf) structure files that state the atomic symbols and 
Cartesian positional coordinates of constituent atoms, the 
forces acting on each constituent atom (in the +x, +y, and +z 
directions respectively), and the total structural energies.  

Cooper et al. demonstrated the incorporation of force 
information in training via a Taylor expansion as an 
incredibly new and promising method for increasing the 
effectiveness of ANN training11. The Taylor expansion itself 
allows us to computationally-efficiently estimate 
approximate energies of new structures. I independently 
implemented this method in a now open-source Python 
program: PyITA (Python Implementation of Taylor-
expansion for Aenet)12. PyITA functions as a pre-
featurization external data augmentation program (Figure 1).  
 

 
FIGURE 2: Flowchart demonstrating PyITA creation of 
additional structures. Six additional structures are created for 
each atom in each structure in the original dataset until the 
supplementary dataset reaches a sufficient size (based on 
user-configured a-value).  
 

Force information from structures in the original dataset 
are used to generate additional approximate structure data 
(coordinates and energies) near the positions of existing 
structures. For each atom in any parent structure, PyITA can 
create six additional approximate structures (Figure 2).  

After prompting the user for an augmentation-factor a 
(also referred to as the a-value in this paper) and a user-
configurable displacement constant , PyITA reads every 
existing structure (.xsf) file in the provided training 
(parent) dataset into a list. A new structure is created by 
displacing any atom in any parent structure by in one of six 
directions (+x, +y, +z, -x, -y, -z). PyITA does so iteratively, 
starting from the first atom of the first existing structure and 

stopping when the number of created structures is equal to 
the product of a and the number of structures in the original 
dataset. The new structures are written as .xsf files in a 
user-designated directory, effectively forming the 
supplementary dataset. The file locations of all structures in 
the supplementary dataset are written to a new 
generate.in file. The original generate.in file 
remains untouched so that additional PyITA structures based 
on the same parent configuration file can be easily created. 

Crucially, based on the first-order Taylor expansion 
demonstrated in Equations 10 and 11 of the Cooper et al. 
paper11, we approximate the energy of each new structure as 
the energy of its parent structure subtracted by the product of 

rce experienced by the original 
structure in the direction of the displacement. 
Algorithmically, atomic displacement in any negative 
direction is treated as a displacement of equal magnitude in 
the corresponding positive direction such that - 0.  

As this method is essentially a form of data augmentation, 
I refer to datasets enhanced by PyITA  in my 
paper. 

 
III. Approach & Promise 

 
Using PyITA, I test the feasibility of the Taylor 

expansion approach for the efficient training of ANN 
potentials on TiO2. The study of TiO2 is especially valuable 
because it is a powerful model material with applications in 
optics, nanotubes research, and photocatalysis. Recently, 
Xiang et al.12 utilized TiO2 to demonstrate the application of 
ANN potentials to the study of the flexoelectric effect.13 In 
this paper, I utilize a training dataset containing 7815 TiO2 
structures. Dr. Artrith and Dr. Urban graciously provided this 
dataset to the public7. 

I hope to aid future research in the field of materials 
informatics by evaluating a new and potentially more 
effective method for the training of TiO2 potentials.  

 
METHODS 

 
Initially, I trained five ANN potentials on a dataset 

consisting of 500 structures randomly chosen from a 7815-
structure dataset. I also trained five additional ANN 
potentials on a PyITA-augmented version of the same 500-

a=6). I assigned Trial Numbers 
(one through five) to the ANN potentials in each category. I 
trained each ANN potential to 15 iterations, randomly 
choosing 10% of each dataset as an independent test set. I 
configured the ANN architecture to include two hidden layers 
per atomic species, each with 15 nodes. I used the Limited-
Memory Broyden-Fletcher-Goldfarb-Shanno (LM-BFGS)14 
training method, as implemented in Aenet.  

I then created two additional potentials. I trained one 
potential on the entirety of the 7815-structure TiO2 dataset 
and another potential on a PyITA-augmented version of the 
full 7815-structure dataset ( a=4). This time, I 
selected an augmentation factor lower than the earlier a=6 
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value due to computational constraints. However, I preserved 
the neural network architecture and training configurations of 
the previously constructed 500-structure potentials.  

Finally, the most crucial outcome of the Cooper et al. 
Taylor expansion method is an improvement in the accuracy 
of force predictions. To test this, I created ten additional ANN 
potentials: Five trained on the previously discussed 500-
structure dataset, and another five trained on an augmented 
version of said 500-structure dataset. Again, I held the neural 
network architecture constant.  
 

RESULTS AND DISCUSSION 
 

I computed the relative energy errors for each of the 
original 500-structure potentials based on data from the 
independent test sets. I calculated the median relative energy 
error for the five non-augmented ANN potentials to be 
approximately 3.27 meV, while the median relative energy 
error for the five augmented ANN potentials was 
approximately 4.22 meV. Further, the range of errors on the 
augmented potential was greater than the range of errors on 
the non-augmented potential (Figure 3). It appears that the 
augmentation technique as performed using the current 
approach failed to improve energy predictions based on the 
500-structure datasets. 

 
FIGURE 3:  The violin plot represents a combination of all 
five respective potentials of the augmented and non-
augmented datasets, as the distributions were computed with 
the combined validation data (across trials) for each dataset 
(e.g. distribution is constructed from the 
absolute relative energy errors of predictions by all five 
potentials based on the augmented dataset). The absolute 
errors in relative energy were computed with the independent 
test set. They are defined as the absolute values of the 
differences between the relative (per-atom) energies of the 
reference structure (computed by DFT) and the ANN-
computed relative energies. 
 

I initially hypothesized that since 500-structure datasets 
are unusually small for ANN potentials characterizing 
materials as complex as TiO2, there may simply not have 
been a sufficiently diverse set of training data for the potential 

to yield consistently accurate predictions, regardless of the 
application of data augmentation techniques. If the structures 
represented in the training dataset are very similar, the neural 
network may overfit.   

However, augmentation remains apparently ineffective 
in the 7815-structure potentials. The enhanced 7815-structure 
potential had a higher median and mean absolute relative 
energy error than its non-augmented counterpart. However, 
in contrast with our findings for the 500-structure potentials, 
the augmented 7815-structure potential yielded absolute 
relative energy errors with a much smaller range than the 
non-augmented 7815-structure potential (Figure 4). If future 
research identifies a decrease in the range of relative energy 
errors as a consistent feature of our data augmentation 
technique, PyITA could help achieve more robust 
extrapolation than what is possible with energy-only 
training.  

FIGURE 4: This plot demonstrates the distributions of 
absolute errors in relative energy for the respective 
augmented and non-augmented potentials trained on the full 
7815-structure dataset (Left: Augmented, Right: Non-
Augmented). The median absolute error in relative energy for 
the augmented potential was 5.4 meV, which is noticeably 
higher than the non-
error of 3.5 meV. However, the augmented potential
distribution has a noticeably smaller range. 
 

I observed that distribution-features across trials varied 
greatly for both augmented and non-augmented 500-structure 
potentials. This variability may also exist in 7815-structure 
potentials. More trials (potentially with a larger iteration 
count and a larger independent test set) must be performed to 
concretely determine the impact of our augmentation 
technique on the distribution of absolute relative energy 
errors.  

Finally, I calculated the frequency of errors in absolute 
force for each atom in each structure of the independent test 
set by subtracting the predicted interatomic forces from the 
reference (DFT-calculated) interatomic forces in each 
Cartesian direction. The distribution of absolute errors in 
force predictions are compared in Figure 5.  
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FIGURE 5: This plot demonstrates the distributions of 
absolute errors in force predictions for the augmented and 
non-augmented 7815-structure potentials. The median 
absolute error in force predictions for the augmented 
potential was marginally higher than that of the non-
augmented potential (0.597 eV/Angstrom vs. 0.574 
eV/Angstrom). The range of the errors in the augmented 
potential was also noticeably larger. 
 

CONCLUSION AND FUTURE STUDIES 
 

I have not found sufficient evidence to demonstrate that 
the Taylor expansion-based data augmentation technique is 
effective in increasing the accuracy of either force prediction 
or energy prediction in TiO2. This does not, however, mean 
that the technique is not suitable for the study of TiO2.  

After I thoroughly tested my error calculation 
methodology and closely reviewed the outputs of my error 
calculation software, I suspect that the problem could be 
explained by the large variations in accuracy I observed 
across trials. In other words, due to the constraints presented 
by my limited access to computational resources, the per-trial 
variations in the distributions of both energy and force errors 
were large enough to make it difficult to draw meaningful 
conclusions.  

I strongly suspect that the specific neural network 
architecture used in my study especially due to the 
relatively low number of iterations/epochs prevented the 
augmentation technique from being effective. Training to a 
greater number of iterations leads to better-fitting models, 
which could result in changes to the size of the training 
dataset being much more impactful. 

It is also possible that the relatively low a-values used in 
my calculations have played a factor. With more time and 
computational resources, I would be able to determine an 

 computationally achievable 
configuration which noticeably improves my 
predictive capabilities.  

Finally, my findings may hint to a limitation in the 
Cooper et al. methodology. That is, the first order Taylor 
expansion-based data augmentation strategy might 
consistently fail for LM-BFGS ANN potentials that are not 

trained to a sufficient number of iterations. It is possible that 
preserving the Cooper et al. Taylor expansion to a greater 
order would be appropriate when training resources are 
limited, as it would reduce the signal-to-noise ratio of the 
supplementary dataset. However, this modification might 
also greatly increase the computational intensiveness of the 
data augmentation process. Further study would be necessary 
to confirm this hypothesis. 

Materials informatics is a field in its infancy. I eagerly 
anticipate exciting future research on data augmentation for 
the development of ANN-potentials. 
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Abstract - The research attempts to predict the change in 
the size distribution of the particles after the milling 
process. The data for the research was sourced from 
https://www.innocentive.com/. It consisted of pre and 
post-milling data of the size distributions of the particles. 
This research made two assumptions: the distribution of 
particle sizes can be described by combining several 
individual normal distribution graphs with different 
parameters. Curve fitting was used to find out the best 
fitting parameters of the component normal distribution 
functions. We also assumed that the formula for 
predicting post-milling distribution from pre-milling 
distribution is linear, i.e., a matrix operation on the pre-
milling parameters will predict the post-milling one. A 
single matrix should be able to convert all 26 datasets. 
However, only 25 of the datasets were used in order to test 
the remaining one for cross-validation. Four normal 
distributions were determined to be optimal for 
describing the particle size distribution in the data.  The 
prediction had a sum of squared errors ratio ranging from 
4.95% to 31.2%, with the average value of 18.7%, which 
shows the potential of this approach. With more data, or 
with an ability to conduct the experiment, higher and 
more consistent particle size predictions should be within 
reach.  
 
Key Words - Milling, Linear Transformation, Parameter 
Space, Particle Size Distribution 

 
INTRODUCTION 

 
The research is about predicting the distribution of 

sizes of the particles after the milling process using normal 
distribution functions and linear transformation. 

 
I. Hypothesis 

 
The hypothesis of this research is that the particle 

size distribution in post-milling data can be predicted using 
normal distribution functions of particle sizes of pre-milling 
data. And that there exists a single matrix which can be used 

to convert all 26 parametrized datasets from pre-milling data 
to post-milling data.   
 

II.  Background Research 
 

a) Milling Process and Different Types of Milling 
Milling is a process of making particles into smaller 

pieces. There are various types of milling, such as ball mill, 
rod mill, pebble mill, burrstone mill, or tower mill. Slurry 
milling is a type of milling where particles are mixed with 
liquid. Typically, metal particles such as zinc, lead, silver, 
aluminum, and nickel are milled for industrial processes, and 
grains are milled in milling machines through various types 
of mills. [1] 

 
b) Normal Distribution and Different Types of 

Distribution functions 
The normal (Gaussian) distribution is a function that 

shows how the probability of variables is distributed [2]. The 
normal distribution is also called a bell curve, and it can be 
applied to various random processes. The bell curve is one of 
the most commonly used forms of distributions. The density 
is higher in the middle and lower at both ends of the graph. 
The middle part of the graph has values closer to the mean of 
the values. The bell curve is symmetric, and the center of the 
curve indicates the mean. [3] 

Even non-normal distribution functions can be 
shown as a sum of multiple normal distribution functions with 
different parameters. In normal distribution, the mode, mean, 
and the median are identical and at the center, and the graph 
is symmetric with respect to the center. [4] Besides normal 
distribution, there are several different types of distributions 
such as Cauchy distribution, power distribution, and Poisson 
distribution. 

Perhaps it is possible that this research can be 
repeated with other probability distributions. Normal 
distribution was chosen because of its familiarity, and its 
ubiquitous implementations in all computer languages. 
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III.  Existing Literature Related to this Research 
 

Existing literature consists of research on the effect 
of ball and feed particle size distribution and the effect of 
slurry density on ball milling. [5] This research is different 
from those previous studies, as the particle size distributions 
after the milling process will be predicted by a mathematical 
analysis.  

 
This idea of modeling an arbitrary distribution as a 

combination of multiple normal distributions is an idea of this 
ublished anywhere to the best 

of our knowledge. Thus it is uncited. 
 

IV.  Materials for Research 
 
a) Mathematica was used in this research as a 

programming language [6].  
b) There were 26 datasets provided by Innocentive that 

show the size and number of particles before and 
after the milling process. The policy of Innocentive 
does not disclose who the SEEKERS are. All that the 
company provided was the data without any mention 
of the materials or machines used. Therefore, this 
research was all based on pure mathematical work. 

 
 

EXPERIMENTAL PROCEDURE 

This research consists of four parts:  
a) Deciding the number of normal distributions based 

on the sum of squared estimates of errors (SSE) to 
describe the particle distribution. 

b) Finding the parameters, i.e., the heights, means, and 
the standard deviations of the component normal 
distributions. 

c) Determining the matrix to transform pre-milling 
distribution data to post-milling distribution data 
while minimizing error. 

d) Measurement of performance by measuring errors in 
the predictions.   

 
The graphs of 26 datasets do not look like normal 

distributions. However, we assume that this non-normal 
distribution looking graph is composed of several normal 
distributions. In order to increase the prediction accuracy, we 
find out the number of normal distributions consisting of the 
data graph. 
 

 

 

 

 

 

I. Importing the Dataset 
 

 In the first part of the research, we import pre-milling and 
post-
contains 26 datasets, and each of the dataset contains particle 
size and the number of particles underneath each size. The 
particle numbers are normalized to add up to 100. Since the 
exponential scale was used to measure the particle sizes, we 
took the log of each particle number to make it linear. 

 
II. Fitting the Parameters and Solving the Equation by 

Using FindFit Function 
 
The default normal distribution function is defined 

as (a exp(-((x-b)/c)2)), where {a, b, c} are the parameters: a 
is the amplitude, b is the mean, and c is the standard 
deviation of the normal distribution. The equations change 
according to the number of normal distributions. In the 
normal distribution graph, a is the height of the graph, b is 
the center of the graph, and c indicates the spread of the 
graph. Equation 1 and 2  below show how the function looks 
like in different numbers of normal distributions. 
 

 

#(2) 

 
We use the FindFit function, which calculates and 

finds out the predicted parameters according to the given 
equation and variables, to find the values of parameters of the 
distribution. FindFit function takes the data, {equation, 
constraint}, {parameter, starting value} and the variable used 
in the equation, and returns the parameters. Constraints limit 
the range of parameters in the equation, and the starting value 
sets the starting point of the parameters. Without the 
constraints, the fit value can be wildly off the mark. Some 
constraints were trivial such as the heights, means and 
standard deviations being positive numbers. Others were 
determined by trial and error. A single set of constraints was 
used for all data. 

 

 
Figureure. 1. FindFit Function 
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Figure. 2. Example of Constraints 

 
Figure. 3. Parameters and their starting points 

Figure. 1, Figure. 2, and Figure. 3 above show how 
FindFit function, constraints, and starting values work. 
Figure. 4 below is the result of using FindFit function. 

 

 
Figure. 4. Resulting Parameters After Using FindFit 

Function 
 

 

 
Figure. 5. Addition of Components 

 
Figure. 5 above shows the addition of 4 different 

components. The 4 different normal distribution graphs add 
up to each other and form one non-distribution function, 
which looks like a distribution function. 

 

 
Figure. 6. Component of Normal Distributions 

Figure. 6 above shows the components of the normal 
distributions inside the particle distribution graphs. It clearly 
indicates that the particle distribution graph actually consists 
of several components. As the graph shows, three components 
are not enough to cover the full distribution graph. 

  Figure. 7 below shows how the actual and predicted post-
milling data look like when using 3 and 4 normal 
distributions. This was typical. 

 

 
With 3 Normal Distributions 

 
With 4 Normal Distributions 

Figure. 7. Actual Data with Predicted Data using 3 and 4 
Normal Distributions 

 
III. Calculating Errors and Deciding the Number of 

Distributions 
 

The number of normal distributions we tried ranges 
from one to five. The equations for each normal distribution 
function are used to plot a graph. The graph includes both 

Errors are defined by calculating the sum of error squared 
between the predicted value and the actual value of each 
dataset.  was used as the equation for 
calculating errors. The number of graphs with minimum error 
is chosen as the number of the normal distribution function. 
Figure. 8 and Figure. 9 below show the predicted and actual 
data with errors, respectively using 3 and 4 normal 
distributions.  

 

 
Figure. 8. Predicted and Actual Data Compared with Errors 

using 3 Normal Distributions 

 
Figure. 9. Predicted and Actual Data Compared using 4 

Normal Distributions 
 

IV. Creating Matrix with Optimized Parameters from 
FindFit 

 
In the second part, we use a matrix to predict the 

formula that shows the relationship between the pre-milling 
data and the post-milling data. Parameters of the pre-milling 
and post-milling normal distributions are expressed in a 

 matrix. There are 3 parameters per normal distribution 
and 4 normal distributions. Therefore, the matrix of 
parameters will have  matrix. 

A key to deriving the matrix for the post-milling data 
is by multiplying the key with the pre-milling data. Matrix of 

  

Actual Distribution 
Component 1 
Component 2 
Component 3 
Component 4 
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size  is composed of parameters that are fitted in the 
previous step.  pre-milling data parameters will be 
multiplied to  matrix, and the result should be the 

 matrix composed of parameters from post-milling 
data. Figure. 10 below shows the relationship of the matrix 
and parameters of pre-milling and post-milling distributions. 

 

 
 
 

Figure. 10. Matrix and Parameters 

V. Calculating Errors and testing the matrix 
 
In the third part, we review the errors from the 

previous parts. For the cross-validation, since we only have 
26 datasets, we use 25 of the datasets to test our predicted 
post-milling dataset against the remaining single data set. 
Cross validation is needed to prevent the overfitting and to 
test if the predicted matrix fits well to the actual data. We 
repeat this for all 26 datasets by excluding 1 different dataset 
on each iteration. 

  

 
Figure. 11. How Matrix Can Be Found using FindFit 

Function 

 
DATA ANALYSIS AND DISCUSSION 

The data chart shows the name of particle samples 
and their numbers according to each size. Using those 26 

the normal distributions. 

I. Compare the Graphs with Different Numbers of 
Normal Distribution Functions 
 

 The distribution graphs are composed of several 
individual normal distribution graphs. These individual 
graphs cumulate to create the predicted distribution graph. 
Referring to the Figureure below, four individual normal 
distributions in the color [blue, green, orange, and brown] 
accumulate to the distribution graph in red dots. 

In this procedure, as shown above in Figure. 7, we 
combined different numbers of individual normal 
distributions ranging from 1 to 4. The cumulative distribution 
graph with 4 individual graphs had the smallest error 
compared to the others. 

 
II. Set the Constraints and Starting Values for Each 

Parameter 
 
Figure. 13 below shows how parameters and the starting 

values for the parameters are set. 

 

 
Figure. 13. Constraints and Starting Values for Each 

Parameters 

 
III. Calculate the Errors from Each Graph and Decide 

What Number of Distributions to Use 
 

We found that a cumulative distribution graph consisting 
of 4 individual normal distribution graphs generates the 
smallest error. As mentioned in the previous section, we use 

 to compute the error. The error generated 

from a graph consisting of 4 individual normal distribution 
graphs is 1.49% (3 significant Figureures). Figure. 14 below 
shows the comparison of predicted and actual data of 4 
different normal distribution graphs. 

 
Figure. 14. Predicted and Actual Data Compared with Errors 
 

IV. Find the Matrix that Can Be Used to Predict the Post 
Milling Data from Pre-milling Data 
 
As the error from 4 normal distribution graphs is 

minimal with the error of 18.7 percent, we can deduce that we 
can predict an accurate enough post-milling distribution from 
pre-milling distribution. We can do this by multiplying the 
key matrix with the pre-milling data parameters and 
predicting the parameters for post-milling data. Therefore, the 
hypothesis that we can predict the distribution of post-milling 
data from pre-milling data is true. 

  

P
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Figure. 15. How Matrix Can Be Found Using FindFit 

Function 

 

 
Figure. 16. 12 X 12 Matrix Answer 

 

CONCLUSION 

I. Results 
 
From this research, we can conclude that the 

hypothesis is true: it is possible to find a matrix that can 
transform the pre-milling particle size distribution to the post-
milling particle size milling distribution. We found that 4 
normal distributions fit the original normal distribution with 
minimum error, and provided the most accurate matrix 
formula that can be used for a precise prediction of sizes of 
post-milling data. Multiplying the matrix with the parameters 
of pre-milling data from 4 different normal distributions gave 
the parameters of predicted post-milling data with 18.7% 
accuracy. 

The significance of this 18.7% accuracy is unusually 
difficult to evaluate due to the circumstances in which the data 
was obtained.  The data was posted on the innocentive.com 
site by an anonymous company that was referred only as 

they were currently getting, nor what accuracy they were 
looking for. 

Thus, this research has to settle with the success in 
demonstrating the feasibility of using multiple normal 
distributions to model and compute transformations in 
distribution. It is not possible to claim any benefit without 
knowing the current base rate and the cost of error. 
 

II. Challenges in the Research 
 

The challenges in this research were mainly from the 
fitting part. The values from the function were different 
although the codes were exactly the same. The hardest part of 
the research was debugging the code. Since the codes were 
repeated several times to compare different values, the entire 
result came out to be wrong if the initial code was not correct. 
One of the errors was in the code generating the code. Each 
parameter needed different constraints each time, but the 

parameters were only given once. Once the debugging was 
complete, the code worked all together.  

The other challenge in the research was using the 
FindFit function. Without the specified initial conditions, it 
would find the fit in the wrong places. The constraints were 
needed in a known situation of the graph so that the most 
numerous particle sizes would go to each of the parameters 
and form different normal distribution graphs that fit into the 
total distribution. Without the constraint, the parameters 
found using the function changed every time the code was 
run. Taming the constraints to find out the intuitive result took 
many trials and errors.  

 
IDEAS FOR FUTURE RESEARCH 

 
I. Improving Accuracy by Using a Larger Set of Data 

on the Specific Research 
 

There could be two types of future research. One 
could be building further on this specific research with a 
larger set of data to improve the accuracy. With a larger 
dataset, we could increase the number of normal distribution 
graphs that form the cumulative distribution graph. We could 
check if increasing the number of individuals beyond 4 would 
reduce errors. A larger dataset will also enable us to increase 
the size of the matrix, which can be tested to see if it has a 
higher accuracy and precision compared to 4 individual 
normal distribution functions. 

Another research could be done using multiple 
normal distribution fitting techniques to represent non-normal 
distribution looking patterns and predict the post-event 
dataset from the given pre-event dataset. Any strange looking 
non-normal distributed dataset can be turned and analyzed 
into multiple normal distributions, resulting in the prediction 
of post-event distributions. 

 
II. Application of the Method to Predict Post-event 

Patterns in the Real World 
 

This method can be also used to predict post-event 
patterns in the real world. For example, an online shopping 
mall can analyze how well their new advertisement worked 
by comparing the clicking rates of customers before and after 
the advertisement. Real world events that have changes in-
pre-event data and post-event data can use this method to 
predict the pattern.  

The methodology in this research can be used to find 
ways to predict the change in the distribution of other pre-
events and post-events as well. This research shows that 
events that display complex distribution functions that do not 
fit any known distribution functions can still be represented 
using different weighted sums of known distributions and 
their parameters, extending this method to areas that deal with 
unusual distributions. For example, the effect of a certain 

after the use of the method by examining the distribution of 
crop sizes. This future research is expected to be less 
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challenging after this research dealing with a number of size 
categories. This future research would have its own 
challenges as it takes a long time to produce the crops after 
using the farming method. After predicting the size 
distributions, farmers can produce bigger crops and leverage 
the economic profit using the results of this research. 
Although confronted with unknown distribution models, this 
research enables to solve it by making weighted sums of 
known distributions. 
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